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Abstract

In an online learning problem a player makes decisions in a sequential manner. In each round, the player receives some reward that depends on his action and an outcome generated by the environment while some feedback information about the outcome is revealed. The goal of the player can be various.

In this thesis we investigate several variants of online learning problems with different feedback models and objectives. First we consider the pure exploration problem with multi-action probes. We design algorithms that can find the best one or several actions with high probability while using as few probes as possible. Then we study the side observation model in the regret minimization scenario. We derive a novel finite time distribution dependent lower bound and design asymptotically optimal and minimax optimal algorithms. Last we investigate the conservative bandit problem where the objective is to minimize the regret while maintaining the cumulative reward above a baseline. We design algorithms for several variants of the problem and derive a lower bound.

In each of the three variants of the online learning problem we consider, our problem setting generalizes some previous work. The theoretical results successfully recover existing results in special cases as well as propose novel perspectives in the more general settings.
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Chapter 1

Introduction

In this chapter we first introduce the online learning framework. Next we present different learning objectives along with more general feedback models that generalize the full-information and the bandit setting. Then we summarize the contributions that will be presented in the following chapters of this thesis.

1.1 Online learning

In an online learning problem, a player (or learner) needs to interact with the environment in a round-by-round case. In each round the player makes a decision and the environment generates an outcome. After the player takes the action some feedback information about the outcome is revealed then the player can make a decision for the next round. There are two types of environments: stochastic and non-stochastic. In stochastic environments the outcome is generated from some probability distribution while in non-stochastic environments there is no probabilistic assumption about the outcome, which may be generated in an adversarial way.

The formulation of an online learning problem typically includes an environment, an action space, a feedback model and a learning objective. In this thesis we mainly focus on environments that have a finite set of $K$ options, which are referred to learning with expert advice in the literature. In this framework, there are two basic feedback models: the full-information setting
and the *multi-armed bandit* setting. In both settings the action space is the same as the set of options in each round, the player picks an option and observes some feedback about the outcome of the environment. In the full-information setting, the player can observe the outcome associated with each of the options while in the bandit setting the player can only observe the outcome associated with the option that is picked in that round. In the next section we will talk about different types of learning objectives and introduce some more general feedback models.

### 1.2 Different objectives

In this section we will first introduce two different learning objectives — pure exploration and regret minimization as well as feedback models that generalize the full-information and the bandit setting. Furthermore we will introduce *conservative bandits* which aim at minimizing the regret under some additional constraint.

#### 1.2.1 Pure exploration

In pure exploration problems the player aims at extracting information about the environment regardless of the reward/loss incurred during the process. A most basic pure exploration problem is the *best arm identification* problem in the stochastic multi-armed bandit setting, where the goal is to find the option with highest reward mean with high probability. The history of the best arm identification problem goes back more than half a century (Bechhofer, 1958; Paulson, 1964), and with much activity in the last decade (e.g., Even-Dar et al., 2002; Mannor and Tsitsiklis, 2004; Audibert et al., 2010; Kalyanakrishnan and Stone, 2010; Kalyanakrishnan et al., 2012; Gabillon et al., 2012; Karnin et al., 2013; Kaufmann and Kalyanakrishnan, 2013; Bubeck et al., 2013; Jamieson et al., 2014; Kaufmann et al., 2015a; Zhou

---

1In the rest of this thesis we will mostly use *bandit* instead of *multi-armed bandit* for simplicity.

2When the action space is the same as the set of options we will simply use the term “action” for an option.
Multi-option probes

In addition to finding the best option in the standard bandit setting, some of the recent work also studies other variants of objectives such as finding the best multiple options and different settings such as the combinatorial setting (Chen et al. 2014; Gabillon et al. 2016). In this thesis we will present our work on the multi-option probe setting where the goal is to find the best one or multiple option(s) by using as few multi-option probes as possible.

The motivation of the multi-option probe setting is as follows: Consider the problem of identifying the most rewarding option(s) out of finitely many. At your disposal are a number of probing devices, or just probes, that give you noisy measurements of the quality of a select set of options. More precisely, each probe is associated with a known subset of options whose quality the probe will measure. In a sequential process, the goal is to select the probes so that one can stop early to return, with high probability, a sufficiently rewarding option (or a set of options). As a specific example, consider the problem of identifying the segment on a road network that is in the worst shape after a long winter. Measurements can be obtained by sending trucks checking the road for potholes along the paths they travel on. The trucks must return to their garage every day. Here, the options correspond to road segments, the probes correspond to a closed walk in the road network that starts from the garage. Somewhat ironically, a road segment is “rewarding” (from the point of view of how beneficial it is to sending there the repair team) if it has many potholes. Measurements are noisy, as potholes are easy to miss.

Problems like the above one abound. Numerous quality assurance and surveying tasks are such that measurements give simultaneous information about multiple entities due to physical constraints on the measurement process. Application areas include technical computing (e.g., networking), biology (ecology, microbiology, etc.), physics, etc. Of course, even though individual

---

3In practice, one may want a whole “plan” at the end for the repair team. As often, we took the liberty of simplifying the problem to be able to focus on how the structure of probes should be used.
Figure 1.1: A specialized algorithm (SEWP) proposed in this thesis can take nontrivial advantage of the probe structure as compared with simple adaptations of earlier algorithms, while being only marginally more expensive. All algorithms maintain the same error-rate. The plot on the left-hand-side uses a log-log-scale. Due to the special structure of the problem, the expected stopping time of the specialized algorithm scale linearly with $\sqrt{K}$, while the others scale linearly with $K$, the number of options.

measurements might be impossible, it is always possible to treat each probe as one that gives individual measurements for the options associated with it, though this could be wasteful (cf. Fig. 1.1). The main topic of this part of work is how to exploit, with efficient algorithms, when probes give information about multiple options.

Compared to our multi-option probe setting, Chen et al. (2014) and Gabilhon et al. (2016) study a “reversed” setting where the goal is to find the best “probe” by pulling “options”. After our work is published, Jun et al. (2016) studies a similar scenario where options can be experimented in “batches”. The difference between their work and ours is that they allow repeated options in a “batch” while their “batch space” is more restricted than ours (e.g. of the same size, contains any combination).

(In Figure 1.1 the lilUCB algorithm comes from Jamieson et al. (2014). The parameters we used in experiments is the lilUCB Heuristic setting, which performs the best in the experiments of Jamieson et al. (2014). The SE algorithm is short for the successive elimination algorithm of Even-Dar et al. (2002). As these algorithms select options for measurements, we adapt them
to the probe setting by choosing the first probe in some arbitrary ordering of probes that gives a measurement for the selected option. In experiments, all distributions we used are Gaussian with variance $1/4$. Each point reported in the figure is based on 100 repeated experiments under the same reward distributions, where we set one of the means to be 0.5 and the others to be 0.

1.2.2 Regret minimization

In regret minimization problems the player receives some reward, or, interchangeably, payoff, in each round after taking an action. The goal is to maximize the cumulative reward during the learning process. The performance of algorithms is defined in terms of cumulative regret: the difference between the total reward received by the player and that when the player constantly takes some “best” action. Lower regret means better performance.

In both full-information and bandit setting the reward of taking an action is just the outcome associated with that action: In the full information setting the player observes the reward of all possible actions at the end of every round. In the bandit setting the player only observes its own reward and receives no information about the reward of other actions (Bubeck and Cesa-Bianchi, 2012).

Graph-structured feedback

Recently, several papers considered a more refined setup, called graph-structured feedback, that interpolates between the full-information and the bandit case: here the feedback structure is described by a (possibly directed) graph, and choosing an action reveals the payoff of all actions that are connected to the selected one, including the chosen action itself. This problem, motivated for example by social networks, has been studied extensively in both the adversarial (Mannor and Shamir, 2011; Alon et al., 2013; Kocák et al., 2014; Alon et al., 2015) and the stochastic cases (Caron et al., 2012; Buccapatnam et al., 2014). However, most algorithms presented heavily depend on the self-observability assumption, that is, that the payoff of the selected action can be observed.
Removing this self-loop assumption leads to the so-called partial monitoring case (Alon et al., 2015). In the absolutely general partial monitoring setup the learner receives some general feedback that depends on its choice (and the environment), with some arbitrary (but known) dependence (Cesa-Bianchi and Lugosi, 2006; Bartók et al., 2014). While the partial monitoring setup covers all other problems, its analysis has concentrated on the finite case where both the set of actions and the set of feedback signals are finite (Cesa-Bianchi and Lugosi, 2006; Bartók et al., 2014), which is in contrast to the standard full information and bandit settings where the feedback is typically assumed to be real-valued. To our knowledge there are only a few exceptions to this case: in Alon et al. (2015), graph-structured feedback is considered without the self-loop assumption, while continuous action spaces are considered in Lin et al. (2014) and Lattimore et al. (2014) with special feedback structure (linear and censored observations, resp.).

**Gaussian side observations**

In this thesis we consider a generalization of the graph-structured feedback model, called the *Gaussian side observation model*, which can also be viewed as a general partial monitoring model with real-valued feedback. In the Gaussian side observation model, after selecting an action $i$, the learner receives information about the payoff of every action $j$ in the form of Gaussian observations whose mean is the same as the mean payoff, but the variance depends on the pair $(i, j)$ (and may be infinite). The setup allows a more refined information transfer from one action to another than previous partial monitoring setups, including the recently introduced graph-structured feedback case.

After our work is published, Kocák et al. (2016) generalized the graph-structured feedback setting in a similar fashion by allowing different level of noise in observations. Compared with our work, they are studying a non-stochastic payoff setting and presenting different type of regret bounds.
1.2.3 Conservative bandits

In this thesis we also study a variant of the regret minimization problem in the multi-armed bandit setting called conservative bandits, where the goal is to minimize the cumulative regret under some additional constraint (lower bound) on the cumulative reward over time. This problem is motivated by the challenge faced by a company wishing to explore new strategies to maximize revenue whilst simultaneously maintaining their revenue above a fixed baseline, uniformly over time. For example, the manager of Zonlex, a fictional company, has just learned about bandit algorithms and is very excited about the opportunity to use this advanced technology to maximize Zonlex’s revenue by optimizing the content on the landing page of the company’s website. Every click on the content of their website pays a small reward; thanks to the high traffic that Zonlex’s website enjoys, this translates into a decent revenue stream. Currently, Zonlex chooses the website’s contents using a strategy designed over the years by its best engineers, but the manager suspects that some alternative strategies could potentially extract significantly more revenue. The manager is willing to explore bandit algorithms to identify the winning strategy. The manager’s problem is that Zonlex cannot afford to lose more than 10% of its current revenue during its day-to-day operations and at any given point in time, as Zonlex needs a lot of cash to support its operations. The manager is aware that standard bandit algorithms experiment “wildly”, at least initially, and as such may initially lose too much revenue and jeopardize the company’s stable operations. As a result, the manager is afraid of deploying cutting-edge bandit methods, but notes that this just seems to be a chicken-and-egg problem: a learning algorithm cannot explore due to the potential high loss, whereas it must explore to be good in the long run.

The problem described in the previous paragraph is ubiquitous. It is present, for example, when attempting to learn better human-computer interaction strategies, say in dialogue systems or educational games. In these cases a designer may feel that experimenting with sub-par interaction strategies could cause more harm than good (Rieser and Lemon, 2008, Liu et al.)
Similarly, optimizing a production process in a factory via learning (and experimentation) has much potential (Gabel and Riedmiller 2011), but deviating too much from established “best practices” will often be considered too dangerous. For examples from other domains see the survey paper of García and Fernández (2015).

Our constraint here is equivalent to a constraint on the regret to a default strategy, or in the language of prediction-with-expert-advice, or bandit literature, regret to a default action. In the full information setting, mostly studied in the adversarial setting, much work has been devoted to understanding the price of such constraints (Hutter and Poland 2005; Even-Dar et al. 2008; Koolen 2013; Sani et al. 2014). In particular, Koolen (2013) studies the Pareto frontier of regret vectors (which contains the non-dominated worst-case regret vectors of all algorithms). The main lesson of these works is that in the full information setting even a constant regret to a fixed default action can be maintained with essentially no increase in the regret to the best action. The situation quickly deteriorates in the bandit setting as shown by Lattimore (2015a). This is perhaps unsurprising given that, as opposed to the full information setting, in the bandit setting one needs to actively explore to get improved estimates of the actions’ payoffs. Lattimore (2015a) describes two learning algorithms relevant to our setting: In the stochastic setting we consider, Unbalanced MOSS (and its relative, Unbalanced UCB) are able to achieve a constant regret penalty while maintaining the return constraint while Exp3-γ achieves a much better regret as compared to our strategy for the adversarial setting. However, neither of these algorithms maintain the return constraint uniformly in time. Neither will the constraint hold with high probability. While Unbalanced UCB achieves problem-dependent bounds, it has the same issues as Unbalanced MOSS with maintaining the return constraint. Also, all these strategies rely heavily on knowing the payoff of the default action.

More broadly, the issue of staying safe while exploring has long been recognized in reinforcement learning (RL). García and Fernández (2015) provides a comprehensive survey of the relevant literature. Lack of space prevents us
from including much of this review. However, the short summary is that while the issue has been considered to be important, no previous approach addresses the problem from a theoretical angle. Also, while it has been recognized that adding constraints on the return is one way to ensure safety, as far as we know, maintaining the constraints during learning (as opposed to imposing them as a way of restricting the set of feasible policies) has not been considered in this literature. Our work, while it considers a much simpler setting, suggest a novel approach to address the safe exploration problem in RL. Another line of work considers safe exploration in the related context of optimization ([Sui et al., 2015]). However, the techniques and the problem setting (e.g., objective) in this work is substantially different from ours.

1.3 Summary of contributions

Chapter 2 is based on the work of [Wu et al., 2015a]. We investigate the pure exploration problem in the multi-option probe setting: In each round, a subset of the options, from an available set of subsets, can be selected to receive noisy information about the quality of the options in the chosen subset. The goal is to identify the highest quality option, or a group of options of the highest quality, with a small error probability, while using the smallest number of measurements. The problem generalizes best-arm identification problems. By extending previous work, we design new algorithms that are shown to be able to exploit the combinatorial structure of the problem in a nontrivial fashion, while being unimprovable in special cases. The algorithms call a set multi-covering oracle, hence their performance and efficiency is strongly tied to whether the associated set multi-covering problem can be efficiently solved.

Chapter 3 is based on the work of [Wu et al., 2015b]: We investigate the regret minimization problem with Gaussian side observations in stochastic environments: For the first time in the literature, we provide non-asymptotic problem-dependent lower bounds on the regret of any algorithm, which recover existing asymptotic problem-dependent lower bounds and finite-time minimax lower bounds available in the literature. We also provide algorithms that
achieve the problem-dependent lower bound (up to some universal constant factor) or the minimax lower bounds (up to logarithmic factors).

Chapter 4 is based on the work of Wu et al. (2016): We study the conservative bandit problem. We consider both the stochastic and the adversarial settings, where we propose natural yet novel strategies and analyze the price for maintaining the constraints. Amongst other things, we prove both high probability and expectation bounds on the regret, while we also consider both the problem of maintaining the constraints with high probability or expectation. For the adversarial setting the price of maintaining the constraint appears to be higher, at least for the algorithm considered. A lower bound is given showing that the algorithm for the stochastic setting is almost optimal. Empirical results obtained in synthetic environments complement our theoretical findings.
Chapter 2

Pure Exploration with Multi-option Probes

In this chapter we present our work on the pure exploration problem in the multi-option probe setting (Wu et al., 2015a). We consider two basic settings: identifying the best option with a prespecified error probability while using the smallest possible number of probes, and identifying a group of options of a fixed size, again with a prespecified error probability with the smallest possible number of probes. For the first setting, we propose two algorithms, SEWP and EGEWP described in Section 2.2, extending the works of Even-Dar et al. (2002) and Karnin et al. (2013). They work by constructing coverings with the probes of the sets of options not eliminated. The second algorithm removes a logarithmic term from the upper bound and it required a non-trivial extension of the median elimination method of Even-Dar et al. (2002). For the second setting, in Section 2.3, the quality of a group returned is assessed either by the quality of the worst option in the group (following Kalyanakrishnan and Stone (2010)), or by the average quality of options in the group (Zhou et al., 2014). We propose a single algorithm (SARWP) that essentially covers both cases. For the average quality, our distribution dependent upper bound is novel even in the bandit case and also near optimal in the worst case compared with the lower bound proposed by Zhou et al. (2014). For simple probe structures (singletons, or when a probe that covers all options is available), our algorithms are shown to be essentially unimprovable. We also give lower bounds for general probe structures. While both our lower and upper bounds express
how the structure of the probes interferes with the structure of payoffs, they
differ in subtle ways and it remains for future work to see whether there is a
gap between them.

2.1 Preliminaries

In this section, we formulate the problem studied, as well as introducing the
set covering problem, which will play an important role in our algorithms and
analysis. We start by defining some notation.

2.1.1 Notation

The set of natural numbers will be denoted by $\mathbb{N}$, which includes zero. For
a positive natural number $n$, $[n]$ denotes the set of integers between 1 and $n$:
$[n] = \{1, \ldots, n\}$. The power set, i.e., the set of all subsets of a set $S$, will be
denoted by $2^S$. As usual, functions, mapping set $X$ to set $Y$ will be viewed
as elements of $Y^X$. For $v \in Y^X$, we will often write $v_x$ instead of $v(x)$ to
minimize clutter. This also helps with the next convention: When $U \subseteq X$, we
will use $v_U$ to denote the restriction of $v \in Y^X$ to $U$: $v_U(u) = v(u)$, $u \in U$. We
identify $Y^{[n]}$ with $Y^n$ (the set of $n$-tuples) in the natural way, which allows us
to use notation $v_U$ for $v \in Y^n \equiv Y^{[n]}$. The cardinality of a set $S$ is denoted by
$|S|$. Certain symbols will be reserved to denote elements of certain sets (i.e.,
$p$ will always be an element of set $\mathcal{P}$). When using such reserved symbols, we
will abbreviate (e.g.) $\sum_{p \in \mathcal{P}} f(p)$ to $\sum_p f(p)$. We will use $\log(\cdot)$ to denote the
natural logarithm function.

2.1.2 Problem Formulation

A decision maker is given a pair $([K], \mathcal{P})$, where elements of $[K]$ are called
options, and $\mathcal{P} \subseteq 2^{[K]}$ such that the sets in $\mathcal{P}$ cover $[K]$: $\cup \mathcal{P} = [K]$. Elements
of $\mathcal{P}$ are called probes. A problem instance $D$, or *environment*, is specified by
$K$ distributions over the reals, $D = (D_1, \ldots, D_K)$. The decision maker does
not have direct access to these distributions. For $1 \leq i \leq K$, we think of
distribution $D_i$ as the distribution of “rewards” associated with option $i$. We
assume that the mean reward $\mu_i = \int xD_i(dx)$ of each option is well defined. Further assumptions on $D_i$ will be given later.

The goal of the decision maker is to find options with the largest mean reward. For this, the decision maker can query the rewards of the options by using the probes in a sequential manner. In particular, for each round $t = 1, 2, \ldots$, first a random reward $X_{t,i} \sim D_i$ is generated for each option $i$ from its associated distribution. It is assumed that $X_{t,i}$ is independent of the other rewards $(X_{s,j})_{s \neq t \lor j \neq i}$. We set $X_t = (X_{t,1}, \ldots, X_{t,K}) \in \mathbb{R}^K$. In round $t = 1, 2, \ldots$, the decision maker chooses a probe $p_t \in \mathcal{P}$ based on her past observations, to observe the values $X_{t,i}$ for each option $i$ in $p_t$; with our earlier introduced notation we can write that the decision maker observes $X_{t,p_t} \doteq (X_t)_{p_t} \in \mathbb{R}^{p_t}$. At the end of each round, the decision maker can decide between continuing or stopping to return a list of guesses (or a single guess) on the indices of the good options. The goal is to stop as soon as possible, while avoiding poor guesses.

The following specific problem settings will be considered:

(i) *Fixed confidence, best-option identification.* The optimal option is unique: If $\mu^* = \max_{i \in [K]} \mu_i$, $\max_{i: \mu_i \neq \mu^*} \mu_i < \mu^*$. The goal of the decision maker is to identify the index $i^* = \arg\max_{i \in [K]} \mu_i$ of the optimal option. The decision maker is given a confidence parameter $0 < \delta < 1$ and it is required that the guess returned after $\tau$ probes must be correct on an event $\mathcal{E}$ with probability at least $1 - \delta$. Decision makers are compared based on their probe complexity, i.e., the number of probes they use when the “good event” $\mathcal{E}$ happens.

(ii) *PAC subset selection.* There are two subproblems that we consider. In both cases the decision maker is given a confidence, $0 \leq \delta < 1$, a sub-optimality threshold $\varepsilon > 0$ and a subset cardinality $1 \leq m \leq K$. The problems differ in how a quality $q(S, \mu)$ measure is assigned to a subset $S \subset [K]$ of options. In both problems, the goal is to find a subset of options of cardinality $m$ such that $q(S, \mu) \geq \max_{P \subset [K] : |P| = m} q(P, \mu) - \varepsilon$ and with probability $1 - \delta$, the decision maker must return a subset satisfying
the above quality constraint. As before, decision makers are compared based on how many probes they use before stopping. The two quality measures considered are the reward of the worst option in the set and the average reward: \( q_{\text{min}}(S, \mu) = \min_{i \in S} \mu_i \) and \( q_{\text{avg}}(S, \mu) = \frac{1}{|S|} \sum_{i \in S} \mu_i \), \( S \subseteq [K] \), \(|S| = m\). We call the corresponding problems the strong and the average PAC subset selection problems.

An algorithm used by a decision maker to select probes, stop and return a guess will be said to be admissible with respect to a class of environments, if, for any environment within the class and any \( 0 \leq \delta < 1 \), the guess computed is correct (according to the previous requirements) with probability \( 1 - \delta \).

The above problems have been considered in the past in the special case when \( \mathcal{P} \) contains singletons only, by a number of authors (see Section 1.2.1 for some references). We shall call these the “bandit” problems. While one can readily apply the algorithms developed for the bandit case to our problem, the expectation is that the probe complexity of reasonable algorithms should improve considerably as \( \mathcal{P} \) becomes “richer” (this was illustrated in Fig. 1.1).

The question is how the structure of \( \mathcal{P} \) together with the problem instance influences the problem complexity. For example, in the extreme case when \( \mathcal{P} \) contains \([K]\), we expect the probe complexity of reasonable algorithms to scale sublinearly with \( K \), whereas in the bandit case a linear scaling is unavoidable. The case when \( \mathcal{P} = \{[K]\} \) will be called the full information case.

Note that since all probes “cost” the same amount (one unit of time), a reasonable algorithm will avoid any probe \( p \) that is entirely included in some other probe \( p' \in \mathcal{P} \). Hence, we may as well assume that the set of probes does not have nontrivial chains in it.

We will present results for the class of environments \( \mathcal{D}_{\text{sg}} \) with the following restrictions: For each \( 1 \leq i \leq K \), \( D_i \) is sub-Gaussian with common parameter \( \sigma^2 = 1/4 \):

\[
\log \int_{\mathbb{R}} e^{-\lambda(x-\mu_i)} D_i(dx) \leq \lambda^2 \sigma^2 / 2 = \lambda^2 / 8
\]

for all \( \lambda \in \mathbb{R} \). To simplify the presentation of our results, without loss of generality, we assume that \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_K \). (note that, obviously, the
algorithms do not use this assumption). For further simplicity, we assume that \( \Delta_i \in [0, 1] \) for all \( i \in [K] \) where \( \Delta_i = \mu_1 - \mu_i, \ 2 \leq i \leq K \). Our assumptions on the reward distributions \( D_i \) are satisfied if, for example, \( D_i \) has bounded support.

We will present algorithms, which will be shown to be admissible for \( D_{sg} \) and we will bound their probe complexities. The bounds on the probe complexities will be given in terms of the \((\text{suboptimality}) \text{ gaps} \) \( \Delta_i, \ 2 \leq i \leq K \), i.e., they will be dependent on the distributions \( D = (D_1, \ldots, D_K) \). Hence, we call them distribution dependent bounds. We will accompany our constructive results with lower bounds, putting a lower limit on the probe complexity of all admissible algorithms. Again, these will be given in terms of the gaps \( \Delta_i \).

### 2.1.3 Set Multi-Cover Problems

Probes allow one to “explore” multiple options simultaneously. Clever algorithms should use the probes in a smart way to guarantee the necessary number of samples for each of the options while using the smallest number of probes. If, for example, \( n \in \mathbb{N} \) observations are enough from each of the options to distinguish their mean payoff from that of the optimal option, then an intelligent algorithm would try to create the smallest \emph{covering} of \([K]\) using the subsets in \( \mathcal{P} \) to meet this requirement. More generally, for \( J \subset [K] \), we define

\[
\min \left\{ \sum_p s_p : s \in \mathbb{N}^P, \sum_{p \in \mathcal{E}} s_p \geq n, i \in J \right\}
\]

to be the \emph{cost} of the smallest \( n \)-fold multi-covering of elements of \( J \). Any \( s \in \mathbb{N}^P \) achieving the minimum is called an \emph{optimal (integral) \( n \)-cover} of \( J \), while a feasible vector \( s \) is called an \( n \)-cover. Given an \( n \)-cover \( s \in \mathbb{N}^P \), we will say that probe \( p \) belongs to \( s \) (writing \( p \in s \)) if \( s_p > 0 \). The optimization problem defining \( \mathcal{C}_{IP} \) is a linear integer program (hence the IP in \( \mathcal{C}_{IP} \)). Relaxing the \emph{integrality} constraint \( s \in \mathbb{N}^P \) to the nonnegativity constraint \( s \in [0, \infty)^P \), we get a so-called \emph{fractional optimal \( n \)-cover} of \( J \) by solving the otherwise identical optimization problem. The resulting optimal value will be denoted by \( \mathcal{C}_{LP}(J, n) \). Note that the relaxed problem is a linear program, explaining
“LP” in $C_{LP}$. While this linear program has potentially exponentially many variables in $K$, it can still be efficiently solved provided an efficiently computable membership oracle is available for its dual (Grötschel et al., 1993). Both $C_{IP}(J; n)$ and $C_{LP}(J; n)$ can be extended to non-integer values of $n$.

It follows immediately from the definitions that $C_{LP}(J; n) \leq C_{IP}(J; n)$. Further, for any $a > 0$, $C_{LP}(J; an) = aC_{LP}(J; n) = anC_{LP}(J; 1)$. The *integrality gap* for a set multi-covering problem instance is given by $(P, J; n)$ is $C_{IP}(J, n)/C_{LP}(J, n)$ (Vazirani, 2001).

Our algorithms will need “small” $n$-covers for various subsets $J \subset [K]$. Depending on the structure of $P$, calculating an optimal multi-cover of $J$ may be easy or hard [Slavik, 1998; Schrijver, 2003; Korte and Vygen, 2006]. Thus, to keep the presentation general, our algorithms will rely on a set multi-covering oracle $C_{Orcl}$, which given $J; n; P$, returns an $n$-fold multi-cover of $J$ using the sets in $P$. Denote by $C_G(J, n)$ the cost of the multi-cover returned by the oracle on $J, n$ (as with $C_{IP}$ and $C_{LP}$ the dependence on $P$ is suppressed).

The oracle’s integral (fractional) approximation gap, $G_{IP}(O, P)$ ($G_{LP}(O, P)$), is the worst-case multiplicative loss due to using $C_{Orcl}$ in place of an optimal integral (fractional) cover. In particular, with $* \in \{IP, LP\}$,

$$G_*(O, P) = \sup_{n \in \mathbb{N}^+, J \subset [K]} \frac{C_G(J, n)}{C_*(J, n)}.$$ 

Let $d = \max_{p \in P} |p|$ be the maximum number of actions that can be covered by a single probe. If the set-system $P$ has no special structure, one possibility is to use the greedy algorithm $G$ as the oracle. This algorithm works by sequentially setting $s_p = n$ for the probe $p \in P$ that covers the maximum number of active options in $J$ and then deactivates the options that are covered by $p$, until all options are deactivated. Further, $G_{LP}(O, P) \leq 1 + \log(d) \leq 1 + \log(K)$.

Lovász (1975) showed that $C_G(J, 1) \leq (1 + \log d)C_{LP}(J, 1)$. Then, $C_G(J, n) = nC_G(J, 1) \leq (1 + \log d)nC_{LP}(J, 1) = (1 + \log d)C_{LP}(J, n)$, showing that the required inequality indeed holds. Raz and Safra (1997) proved that the exists some constant $c > 0$ such that, unless $P = NP$, no approximation ratio of

\[1\] Computing the exact solution for the decision version of set covering (i.e., when $n = 1$), when $P$ can be any covering system, is known to be NP-hard (Vazirani, 2001).
\(c \log(K)\) can be achieved, so in a worst-case the greedy algorithm is a near-optimal approximation algorithm.

## 2.2 Finding the Best Option

In this section we present two algorithms and their analysis for the fixed confidence, best-option identification problem. Recall that in this problem, given a set of probes \(\mathcal{P}\) and a confidence \(\delta \in (0, 1]\), we need to design a sequential procedure that identifies the best option \(i^*\) with probability at least \(1 - \delta\) using as few probes as possible.

### 2.2.1 Successive Elimination with Probes

The first algorithm modifies the successive elimination algorithm of Even-Dar et al. (2002) to take into account the richer observation structure of our problem. Recall that the algorithm of Even-Dar et al. (2002) works in phases, in each phase observing a certain number of rewards for each remaining candidate actions. At the end of the phase the provably suboptimal actions are eliminated. The number of observations in each phase depends only on the phase index. The process stops when the candidate set contains a single element. The main difference to the algorithm of Even-Dar et al. (2002) is that in each phase our algorithm, which we call Successive Elimination with Probes (SEWP), computes a set multi-covering for the remaining candidate actions given the probes, with a requirement adjusted to the phase index. The returned multi-cover is then used to get the observations for the remaining actions.

Our first result shows that Algorithm \(A\) is admissible and gives an upper bound on its probe complexity. To state it, define the scheduling and confidence functions

\[
f(t) = 2^t, \quad g(t, \delta) = \sqrt{\frac{\log(4Kt^2/\delta)}{2^t+1}}.
\]

For simplicity, assume that the options are ordered in decreasing order of their mean rewards and \(\Delta_2 > 0\), i.e., the optimal option is unique. For \(2 \leq i \leq K\)
Algorithm 1 SuccessiveEliminationWithProbes (SEWP)

1: Inputs: $K$, $\delta$, $\mathcal{P}$, observation scheduling function $f : \mathbb{N} \to \mathbb{N}$ and confidence function $g : \mathbb{N} \times [0, 1] \to [0, \infty)$.
3: for $t = 1, 2, \ldots$ do
4: \hspace{1em} $C(t) \leftarrow \text{COrcl}(A_t, f(t), \mathcal{P})$.
5: \hspace{1em} Use each $p \in C(t)$ for $C_p(t)$-times to get new observations.
6: \hspace{1em} For each $i \in A_t$, let $\hat{\mu}_i(t)$ be the mean of all observations so far for option $i$.
7: \hspace{1em} $A_{t+1} \leftarrow \{i \in A_t : \hat{\mu}_i(t) + 2g(t, \delta) > \max_{j \in A_t} \hat{\mu}_j(t)\}$.
8: \hspace{1em} if $|A_{t+1}| = 1$ then
9: \hspace{2em} Return the option in $A_{t+1}$.
10: \hspace{1em} end if
11: end for

Define
\[
\hat{T}_i(\delta) = 1 + \max \left\{ s : g(s, \delta) \geq \frac{\Delta_i}{4} \right\}, \tag{2.2}
\]
\[
\hat{N}_i(\delta) = 128 \frac{\Delta_i^2}{\Delta_i} \log \left( \frac{54K}{\delta} \log \frac{4}{\Delta_i} \right),
\]
and let $\hat{T}_{K+1}(\delta) = 0$ and $\hat{N}_{K+1}(\delta) = 0$. Note that $2^{\hat{T}_i(\delta)+1} \leq \hat{N}_i(\delta)$, and both are decreasing with $i \geq 2$ increasing.

Theorem 1. Pick any $0 \leq \delta < 1$ and let SEWP run with inputs $(K, \delta, \mathcal{P}, f, g)$ with $f, g$ given by (2.1). Then, with probability at least $1 - \delta$, SEWP returns the optimal option $i^* = 1$ within $N$ probes, where $N$ satisfies
\[
N \leq \mathcal{G}_{IP}(O, \mathcal{P}) \sum_{i=2}^{K} \sum_{t=\hat{T}_{i+1}(\delta)+1}^{\hat{T}_i(\delta)} \mathcal{C}_{IP}([i], 2^t). \tag{2.3}
\]
Furthermore, with $\hat{M}_i(\delta) = \hat{N}_i(\delta) - \hat{N}_{i+1}(\delta)$,
\[
N \leq \mathcal{G}_{LP}(O, \mathcal{P}) \sum_{i=2}^{K} \hat{M}_i(\delta) \mathcal{C}_{LP}([i], 1). \tag{2.4}
\]

The proof borrows ideas from [Even-Dar et al. (2002)]. To prove that SEWP is admissible, one only needs to show that when none of the confidence intervals based on $g$ used in the elimination step fail, the optimal option will not be eliminated. This essentially relied on Hoeffding’s inequality, union bounds.
and calculations. To calculate the bound on the probe complexity bound, one shows that option $i$ will be eliminated after phase $\hat{T}_i(\delta)$. This happens because in each phase the confidence sets of all options decrease at a uniform rate.

We start with a technical lemma:

**Lemma 2.** Let $0 < a < 1/e$, $b \geq 2$. Then, for any $n \geq n^*(a,b) = \frac{2}{a} \log(2b \log \frac{1}{a})$, $an \geq \log(b \log n)$.

**Proof.** Let $q_1(x) = ax$, $q_2(x) = \log(b \log x) = \log(\log x) + \log b$, $x > e$. The claim to be proven is that for any $n \geq n^* = n^*(a,b)$, $q_1(n) \geq q_2(n)$. By differentiation, it is easy to verify that the function $f(x) = q_1(x) - q_2(x)$ is non-decreasing if and only if $x \log x \geq 1/a$. Hence, it suffices to show that $n^* \log n^* \geq 1/a$, $n^* > e$ so that $q_2(n^*)$ is well-defined and $q_1(n^*) \geq q_2(n^*)$.

From the assumptions and the definition of $n^*$, we get that $n^* \geq 2 \log(4)/a \geq \frac{1}{a} > e$. Hence $q_2(n^*)$ is well-defined. Now, from $n^* > e$, we also get $n^* \log n^* \geq n^*$, which together with $n^* \geq 1/a$ proves that $n^* \log n^* \geq 1/a$.

To verify $q_1(n^*) \geq q_2(n^*)$ note first that from our assumptions on $a$ and $b$, $2b \log \frac{1}{a} \geq 4 \geq \sqrt{e}$. Hence,

$$q_1(n^*) = 2 \log(2b \log \frac{1}{a}) = \log(4b^2 \log^2 \frac{1}{a}) \geq \log(2b^2 \log \frac{1}{a}) = \log b + \log(2b \log \frac{1}{a})$$

which holds, as by our condition on $a$, $\log(1/a) \geq \frac{1}{2}$. On the other hand,

$$q_2(n^*) = \log b + \log(\log n^*) = \log b + \log \left(\frac{2}{a} \log(2b \log \frac{1}{a})\right)$$

$\leq \log b + \log \left(\frac{2b}{a} \log \frac{1}{a}\right)$ \quad (\log 2x < x)

$\leq \log b + \log \left(\frac{2b}{a^2}\right)$ \quad (\log \frac{1}{a} < \frac{1}{a})$

Now, using again that $\log(2x) < x$,

$$\log \left(\frac{2b}{a^2}\right) = \log(2b) + \log \frac{1}{a^2} < b + \log \frac{1}{a^2} \leq b \log \frac{1}{a^2},$$

where in the last inequality we also used $b \geq 2$ and $\log \frac{1}{a^2} \geq 2$ and that for $x,y \geq 2$, $x + y \leq x^\frac{1}{2} + y^\frac{1}{2} = xy$. Putting together all the inequalities, we obtain $q_2(n^*) < q_1(n^*)$. 

\[\blacksquare\]
With this, we are ready to prove Theorem 1.

Proof of Theorem 1. Let $T$ denote the number of phases before the algorithm exits, i.e., $|A_T| > 1$ and $|A_{T+1}| = 1$. Let $U$ denote the event that for any phase $1 \leq t \leq T$, and for any option $i \in A_t$ that is not yet eliminated, the mean reward $\mu_i$ of option $i$ is within the $g(t, \delta)$ vicinity of its estimate $\hat{\mu}_i(t)$:

$$U = \{ |\hat{\mu}_i(t) - \mu_i| \leq g(t, \delta) \text{ for all } (i, t) \text{ s.t. } 1 \leq t \leq T \text{ and } i \in A_t \}.$$

First, we will argue about the correctness and cost of the algorithm assuming that $U$ happens and then we will show that $U$ indeed happens with large probability.

Assume therefore that $U$ happens. We claim that on this event, the optimal option $i^* = 1$ cannot be eliminated, i.e., $1 \in A_1, \ldots, A_{T+1}$. That $1 \in A_t$ holds since $A_1 = [K]$. Now, given that $1 \in A_t$ for some $1 \leq t \leq T$, we have that $\hat{\mu}_1(t) + 2g(t, \delta) \geq \mu_1 + g(t, \delta) > \max_{j \in A_t} \mu_j + g(t, \delta) \geq \max_{j \in A_{t+1}} \hat{\mu}_j(t)$, showing that $1 \in A_{t+1}$ and hence option 1 indeed will not be eliminated.

Now, still assuming that $U$ happens, consider bounding $N$. We start by asking how big $t$ can be for a suboptimal option $i \neq 1$ to be still included in $A_{t+1}$. Intuitively, if an option is still considered as a candidate, its suboptimality “gap” $\Delta_i$ cannot be large. Indeed, defining $\hat{\mu}^*(t) = \max_{j \in A_t} \hat{\mu}_j(t)$, from $i \in A_{t+1}$ we derive

$$\Delta_i = \mu_1 - \mu_i \leq \hat{\mu}_1(t) + g(t, \delta) - (\hat{\mu}_1(t) - g(t, \delta)) \leq \hat{\mu}^*(t) - \hat{\mu}_i(t) + 2g(t, \delta) \leq 4g(t, \delta),$$

where the second inequality used that $1 \in A_t$ and hence $\hat{\mu}^*(t) \geq \hat{\mu}_1(t)$, while the last inequality used that $i \in A_{t+1}$. Hence, by the definition of $\widehat{T}_i = \widehat{T}_i(\delta)$, from $i \in A_{t+1}$ it follows that $t < \widehat{T}_i$. In particular, for any $t \geq \widehat{T}_i + 1$, $i \not\in A_t$. As a matter of fact, for any $i > 2$, $t \geq \widehat{T}_i + 1$, and $j \geq i$, $j$ cannot be in $A_t$. Hence, $A_t \subset \{1, \ldots, i-1\}$. By reindexing, for $1 \leq i \leq K$ and using $\widehat{T}_{K+1} = 0$, we conclude that

$$t \geq \widehat{T}_{i+1} + 1 \text{ implies that } A_t \subset [i], \quad 1 \leq i \leq K. \quad (2.5)$$
Since (2.5) implies that for $t \geq \hat{T}_2 + 1$, $A_t$ is a singleton, $T \geq \hat{T}_2 + 1$ cannot hold. Hence, $T \leq \hat{T}_2$. Now, we can bound $N$, the total number of probes used before termination:

$$N = \sum_{t=1}^{\hat{T}_2} \sum_{p=1}^P C_p(t) = \sum_{t=1}^{\hat{T}_2} C_O(A_t, f(t)) \leq \sum_{t=1}^{\hat{T}_2} C_O(A_t, f(t))$$

$$\leq \mathcal{G}_{IP}(O, \mathcal{P}) \sum_{t=1}^{\hat{T}_2} C_{IP}(A_t, f(t)),$$

where we set $A_t = \{1\}$ for $t > T$. Now, we divide the set $\{1, \ldots, \hat{T}_2\}$ into the disjoint intervals $S_i = \{\hat{T}_{i+1} + 1, \ldots, \hat{T}_i\}, i = 2, \ldots, K$. Using that, by (2.5), for any $t \in S_i$ it holds that $A_t \subset [i]$ and thus $C_{IP}(A_t, f(t)) \leq C_{IP}([i], f(t))$ (where we used that for any $A \subset B$, $n \in \mathbb{N}$, $C_{IP}(A, n) \leq C_{IP}(B, n)$), we get

$$N \leq \mathcal{G}_{IP}(O, \mathcal{P}) \sum_{i=2}^{K} \sum_{t=\hat{T}_{i+1} + 1}^{\hat{T}_i} C_{IP}([i], 2^t),$$

proving (2.3).

It remains to lower bound the probability that $U$ happens by $1 - \delta$. As usual, we do this by upper bounding the probability of the complementer event $U^c = \{\exists s \in [T], \exists i \in A_s \text{ s.t. } |\hat{\mu}_i(s) - \mu_i| > g(s, \delta)\}$. For the sake of simplicity, let us now assume that in each phase $t$, for each option in $A_t$, we use only the first $f(t)$ observed rewards and drop the potential “overflow”. In fact, by dropping additional observations, the probability of failure can only increase, hence we may make this assumption without loss of generality.

We have

$$\Pr(U^c) = \Pr(\exists s \in [T], \exists i \in A_s, |\hat{\mu}_i(s) - \mu_i| > g(s, \delta))$$

$$= \sum_{t=1}^{\infty} \Pr(T = t, \exists s \in [t], \exists i \in A_s, |\hat{\mu}_i(s) - \mu_i| > g(s, \delta)).$$

Note that $\hat{\mu}_i(s)$ is defined only when $i \in A_s$. Without loss of generality we can assume that $\hat{\mu}_i(s)$ when $i \in A_s$ is calculated based on taking the average of the first $n(s) = \sum_{q=1}^{s} f(q)$ elements of an infinite i.i.d. sequence of random variables drawn from the distribution of option $i$. Hence, defining $\hat{\mu}_i(s)$ as the
average of the first \( n(s) \) random variables in this infinite sequence, we get a consistent extension of the definition of \( \hat{\mu}_i(s) \) for arbitrary \( s \geq 1 \).

We have

\[
\Pr(U^c) = \sum_{t=1}^{\infty} \Pr(T = t, \exists s \in [t], \exists i \in A_s, |\hat{\mu}_i(s) - \mu_i| > g(s, \delta))
\]

\[
\leq \sum_{t=1}^{\infty} \Pr(T = t, \exists s \in [t], \exists i \in [K], |\hat{\mu}_i(s) - \mu_i| > g(s, \delta))
\]

\[
\leq \sum_{i=1}^{K} \sum_{t=1}^{\infty} \Pr(T = t, |\hat{\mu}_i(s) - \mu_i| > g(s, \delta))
\]

\[
\leq \sum_{i=1}^{K} \sum_{s=1}^{\infty} \sum_{t=1}^{\infty} \Pr(T = t, |\hat{\mu}_i(s) - \mu_i| > g(s, \delta))
\]

\[
= \sum_{i=1}^{K} \sum_{s=1}^{\infty} \Pr(|\hat{\mu}_i(s) - \mu_i| > g(s, \delta))
\]

According to Hoeffding’s inequality,

\[
\Pr(|\hat{\mu}_i(s) - \mu_i| > g(s, \delta)) \leq 2 \exp\left(-2 \sum_{t=1}^{s} f(t)g(s, \delta)^2\right)
\]

\[
\leq 2 \exp\left(-2^{s+1} \cdot \frac{\log(4Ks^2/\delta)}{2^{s+1}}\right)
\]

\[
= \frac{\delta}{2Ks^2}
\]

and hence

\[
\Pr(U^c) \leq \sum_{i=1}^{K} \sum_{s=1}^{\infty} \frac{\delta}{2Ks^2} < \delta.
\]

Thus, it remains to upper bound \( \hat{T}_i = 1 + \max \left\{ t : g(t, \delta) \geq \Delta_i/4 \right\} \):

\[
\hat{T}_i = 1 + \max \left\{ t : g(t, \delta) \geq \frac{\Delta_i}{4} \right\}
\]

\[
= 1 + \max \left\{ t : \sqrt{\frac{\log(4Kt^2/\delta)}{2t+1}} \geq \frac{\Delta_i}{4} \right\}
\]

\[
\leq 1 + \max \left\{ \log_2 n : \sqrt{\frac{\log(4K(\log_2 n)^2/\delta)}{2n}} \geq \frac{\Delta_i}{4} \right\}
\]

\[
\leq 1 + \log_2 \max \left\{ n : \frac{\Delta_i^2}{16n} \leq \log \left( \frac{4K}{\delta \log 2 \log n} \right) \right\}
\]
To bound the maximum above, we use Lemma 2. In our problem both $b = 4K\log(\frac{N}{\log N}) > 2$ and $\frac{1}{a} = \frac{16}{\log N} > e$ satisfy the conditions in this lemma. Plugging in these values of $a$ and $b$ in $n = n^*(a, b)$, we get an upper bound of $\hat{T}_i$ in the form of $1 + \log_2\left(\frac{32}{\log N} \log\left(\frac{16K}{\log N} \log\left(\frac{4}{\log N}\right)\right)\right) \leq \log_2\left(\frac{64K}{\log N} \log\left(\frac{4}{\log N}\right)\right)$, which concludes the proof of the upper bound on $\hat{T}_i$.

Let us now turn to proving (2.4). According to (2.6), we also have

$$N = \sum_{t=1}^{T} \sum_{p=1}^{P} C_p(t) = \sum_{t=1}^{T} C_O(A_t, f(t)) \leq \sum_{t=1}^{\hat{T}_2} C_O(A_t, f(t))$$

$$\leq G_{LP}(O, \mathcal{P}) \sum_{t=1}^{\hat{T}_2} C_{LP}(A_t, f(t)),$$

Since for $A_t \in \mathcal{S}$, $C_{LP}(A_t, f(t)) \leq C_{LP}(\mathcal{S}, f(t))$ also holds,

$$N \leq G_{LP}(O, \mathcal{P}) \sum_{i=2}^{K} \sum_{t=\hat{T}_{i+1}+1}^{\hat{T}_i} C_{LP}(\mathcal{S}, 2^t)$$

$$= G_{LP}(O, \mathcal{P}) \sum_{i=2}^{K} \left(\sum_{t=\hat{T}_{i+1}+1}^{\hat{T}_i} 2^t\right) C_{LP}(\mathcal{S}, 1)$$

$$\leq G_{LP}(O, \mathcal{P}) \sum_{i=2}^{K} \left(2^{\hat{T}_{i+1}+1} - 2^{\hat{T}_{i+1}+1}\right) C_{LP}(\mathcal{S}, 1)$$

$$= G_{LP}(O, \mathcal{P}) \left(\sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1) - \sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1)\right)$$

$$\leq G_{LP}(O, \mathcal{P}) \left(\sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1) - \sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1)\right)$$

$$= G_{LP}(O, \mathcal{P}) \left(\sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1) - \sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1)\right)$$

$$\leq G_{LP}(O, \mathcal{P}) \left(\sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1) - \sum_{i=2}^{K} 2^{\hat{T}_{i+1}} C_{LP}(\mathcal{S}, 1)\right)$$

$$= G_{LP}(O, \mathcal{P}) \left(2^{\hat{T}_2+1} C_{LP}(\mathcal{S}, 1) + \sum_{i=3}^{K} 2^{\hat{T}_{i+1}} (C_{LP}(\mathcal{S}, 1) - C_{LP}(\mathcal{S}, 1))\right)$$

$$\leq G_{LP}(O, \mathcal{P}) \left(\hat{N}_2(\delta) C_{LP}(\mathcal{S}, 1) + \sum_{i=3}^{K} \hat{N}_i(\delta) (C_{LP}(\mathcal{S}, 1) - C_{LP}(\mathcal{S}, 1))\right)$$

$$= G_{LP}(O, \mathcal{P}) \sum_{i=2}^{K} \left(\hat{N}_i(\delta) - \hat{N}_{i+1}(\delta)\right) C_{LP}(\mathcal{S}, 1)$$
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\[ = \mathcal{G}_{LP}(O, \mathcal{P}) \sum_{i=2}^{K} \hat{M}_i(\delta) \mathcal{C}_{LP}(\lfloor i \rfloor, 1) \]

where \(2^{\hat{N}+1} \leq \frac{128}{\Delta} \log \left( \frac{24K}{\delta} \log \frac{4}{\Delta} \right) = \hat{N}_i(\delta)\) and \(\hat{N}_{K+1}(\delta) = 0\).

The bound [2.3] may be tighter than that shown in (2.4), but perhaps the second is a bit easier to understand. For simplicity, let us explain (2.4). Once (2.4) is explained, the meaning of (2.3) follows. The term \(\mathcal{G}_{LP}(O, \mathcal{P})\) is the price of using an oracle combined with some upper bounding that allowed us to arrive at this simpler result by resorting to the linearity properties of \(\mathcal{C}_{LP}\). The rest is what we call a sequential fractional multi-cover with the requirements that option \(i\) be covered \(\hat{N}_i(\delta)\) times: In a sequential multi-cover, the covering is not done in a single-shot, but is done in phases. In the first phase, all the options must be covered \(\hat{M}_K(\delta)\) times. In the next phase, all the options but the last must be covered \(\hat{M}_{K-1}(\delta)\) times, etc., up to the last phase when options one and two must be covered \(\hat{M}_2(\delta)\) times. Note that the total requirements for an option \(i\) are \(\hat{M}_K(\delta) + \hat{M}_{K-1}(\delta) + \cdots + \hat{M}_i(\delta) = \hat{N}_K(\delta) - \hat{N}_{K+1}(\delta) + \hat{N}_{K-1}(\delta) - \hat{N}_K(\delta) + \cdots + \hat{N}_i(\delta) - \hat{N}_{i+1}(\delta) = \hat{N}_i(\delta)\). Roughly \(\hat{N}_i(\delta) \approx O(1/\Delta_i^2)\) is the number of observations needed from option \(i\) (and one) in order to be able to tell which of the two options has a bigger mean reward. Now, compared to (2.4), (2.3) uses a more precise expression for the number of probes, by relying on the the phase structure of the algorithm.

An alternative choice of \(f(t)\) and \(g(t, \delta)\) is that \(f(t) = 1\) and \(g(t, \delta) = \sqrt{\frac{\log(4K^2/\delta)}{t}}\), which leads to \(\hat{N}_i(\delta) = O \left( \frac{1}{\Delta_i} \log \frac{K}{\delta \Delta_i} \right)\) instead.

Now, we argue that this bound is tight up to a \(\log K\) factor, at least in some cases. In particular, in the bandit case, the covering problem is trivial and we can use an optimal covering oracle. Then, \(\mathcal{C}_O([i], 2^t) = i2^t\), and hence the bound becomes \(O \left( \sum_{i=1}^{K} \frac{1}{\Delta_i} \log \left( \frac{K}{\delta} \log \frac{1}{\Delta_i} \right) \right)\). Up to a log factor, this matches the lower bound of [Kaufmann et al. (2015a)] which takes the form \(\Omega \left( \sum_{i=1}^{K} \Delta_i^{-2} \log(1/\delta) \right)\). Furthermore, as noted by [Jamieson et al. (2014)]

\(^2\)In fact, if \(\mathcal{C}_O(\cdot, n)\) is monotone increasing, (2.3) will hold with \(\mathcal{C}_O\) replacing \(\mathcal{G}_{IP} \cdot \mathcal{C}_{IP}\), further tightening the bound.
(based on a result of Farrell (1964)) the log log \( \Delta^{-1} \) term is necessary.

To examine the tightness of the upper bound, we derive a distribution dependent lower bound on the probe complexity of algorithms admissible for \( \mathcal{D}_{sg} \). Call an environment \( D \) a Gaussian environment with common variance \( \sigma^2 \) if for any \( 1 \leq i \leq K, D_i \) is a Gaussian with variance \( \sigma^2 \).

**Theorem 3** (Distribution-dependent lower bound). For any algorithm admissible for \( \mathcal{D}_{sg} \), any confidence \( 0 < \delta < 1/2 \), any probe set \( \mathcal{P} \), any sequence \( 0 = \Delta_1 < \Delta_2 \leq \ldots \Delta_K \), if \( D \) is a Gaussian environment with common variance \( \sigma^2 = 1/4 \) and means \( \mu_1 = \mu_2 + \Delta_2 = \cdots = \mu_K + \Delta_K \), if \( N \) is the number of probes used by the algorithm on \( D \) then

\[
\mathbb{E}[N] \geq \min_{s \in \{0,1\}^\mathcal{P}} \sum_{p \in \mathcal{P}} s_p \quad \text{s.t.} \quad \sum_{p:1 \in p} s_p \geq \frac{1}{4\Delta_i^2} \log \frac{1}{6\delta},
\]

and

\[
\sum_{p:1 \in p} s_p \geq \frac{1}{4\Delta_i^2} \log \frac{1}{6\delta}, \quad 2 \leq i \leq K.
\]

The proofs of our lower bounds are based on the following lemma, a specialized version of Lemma 1 of Kaufmann et al. (2015a). In the lemma we need the Kullback-Leibler divergence (or relative entropy) \( KL(P_1, P_2) \) of two distributions: \( KL(P_1, P_2) = \int P_1(dx) \log \frac{dP_1}{dP_2}(x) \) if the Radon-Nikodym derivative \( \frac{dP_1}{dP_2} \) exists and is \(+\infty\) otherwise. Specializing this to two Bernoulli distributions, we get the binary relative entropy function, \( d(x,y) = x \log(x/y) + (1-x) \log((1-x)/(1-y)) \) defined for \( x, y \in [0,1] \). (Define \( d(0,0) = d(1,1) = 0 \), \( d(0,1) = d(1,0) = +\infty \).)

**Lemma 4.** Let \( \hat{i}^* \in [K] \) be the option returned by some algorithm after observing reward from option \( i \in [K] \) \( M_i \) times and let \( \hat{i}^* = 0 \) if the algorithm never stops. For any \( a \in [K] \), let \( U_a \) denote the event that \( \hat{i}^* = a \). Then, for any two environments \( D^1 \) and \( D^2 \), and for any \( a \in [K] \),

\[
\sum_{i=1}^{K} \mathbb{E}_{D^1}[M_i]KL(D^1_i, D^2_i) \geq d(\Pr_{D^1}(U_a), \Pr_{D^2}(U_a)),
\]

where \( \mathbb{E}_{D^j} \) and \( \Pr_{D^j} \) denote expectation and probability, respectively, under the assumptions that the environment is \( D^j \).
Proof of Theorem 3. The relative entropy of two one-dimensional Gaussian distributions with common variance $\sigma^2 = 1/4$ and mean difference $m$ is $m^2/(2\sigma^2)$. Let $G_\mu$ denote the Gaussian distribution with mean $\mu$. Hence, $KL(G_\mu, G_{\mu+a}) = 2a^2$ for any $\mu, a \in \mathbb{R}$. Further, for any $\delta \in (0, 1/2)$,

$$d(1-\delta, \delta) = (1-\delta) \log \frac{1-\delta}{\delta} + \delta \log \frac{\delta}{1-\delta} > \frac{1}{2} \log \frac{1}{2\delta} + \delta \log \delta$$

$$\geq \frac{1}{2} \log \frac{1}{2\delta} - \frac{1}{e} > \frac{1}{2} \log \frac{1}{6\delta}.$$  

(2.8)

Pick $\mu_1 = 1/2, \mu_i = \mu_1 - \Delta_i$ and let $D^0 = (D^1, \ldots, D^K) \equiv (G_{\mu_1}, \ldots, G_{\mu_K})$. Define $D^1$ to be the modification of $D^0$ when $D_2$ is replaced by $G_{\mu_1+\varepsilon}$ and let $D^i$ with $2 \leq i \leq K$ be the modification of $D^0$ when $D_i$ is replaced by $G_{\mu_1+\varepsilon}$ with some $\varepsilon > 0$. As in the proof of Theorem 2 in Kaufmann et al. (2015a), we apply Lemma 4 to the $K$ pairs of environments $(D^0, D^1), \ldots, (D^0, D^K)$ and option $a = 1$.

We have $KL(D^0_j, D^1_j) = 0$ unless $j = 2$ in which case $KL(D^0_j, D^1_j) = KL(G_{\mu_2}, G_{\mu_1+\varepsilon}) = (\Delta_2 + \varepsilon)^2$. Also, for any $2 \leq i \leq K$, $1 \leq j \leq K$, $KL(D^0_j, D^1_j) = 0$ unless $i = j$ in which case $KL(D^0_i, D^1_i) = KL(G_{\mu_i}, G_{\mu_1+\varepsilon}) = 2(\Delta_i + \varepsilon)^2$. Further, the optimal option in $D^0$ is option one, while the optimal option in $D^i$ is option $i$ because $\varepsilon > 0$. Hence, if $U$ is the event that the algorithm picks option one, then, since the algorithm is admissible, $\Pr_{D^0}(U) \geq 1-\delta$, and $\Pr_{D^i}(U) \leq \delta$. Combined with (2.8), letting $M_i$ denote the number of observations from option $i$, we get

$$\mathbb{E}_{D^0}[M_1] \geq \frac{1}{4(\Delta_2 + \varepsilon)^2} \log \frac{1}{6\delta}, \quad \mathbb{E}_{D^0}[M_i] \geq \frac{1}{4(\Delta_i + \varepsilon)^2} \log \frac{1}{6\delta}, \quad 2 \leq i \leq K.$$

Define $N_p$ the number of times probe $p$ is used. Then, $N = \sum_{p \in \mathcal{P}} N_p$ and $M_i = \sum_{p : i \in p} N_p$. Combining this with the previous inequalities leads to the linear program as shown in Theorem 3.

Note that the lower bound clearly reflects the structure of $\mathcal{P}$. However, even disregarding the constants and logarithmic factors, there is still a gap between our upper and lower bounds: In the upper bound, as explained before, the
size of a sequential cover appears, while in the lower bound, the size of a “one-shot” cover is seen. Note that in either the bandit or the full information case, there is no gap between these quantities. We were able to establish a gap of \( \log(K) \) when considering sequential and one-shot integral covers. However, it remains a very interesting open question whether the gap can be closed in the fractional case.

### 2.2.2 An Alternative Algorithm to Find the Best Option

The second algorithm is a generalization of the exponential gap elimination algorithm of Karnin et al. (2013), which improves the logarithmic term in the sample complexity from \( \log\left(\frac{K}{\delta} \log \frac{1}{\delta}\right) \) to \( \log\left(\frac{1}{\delta} \log \frac{1}{\delta}\right) \) for the bandit problem. So we expect that generalizing that algorithm to our setting will have a similar improvement regarding the \( \log K \) term.

The exponential gap elimination algorithm of Karnin et al. (2013) calls the median elimination algorithm of Even-Dar et al. (2002) as a subroutine, which finds an \( \varepsilon \)-optimal option using \( O(K\varepsilon^{-2}\log(1/\delta)) \) samples with probability at least \( 1 - \delta \) (an option is \( \varepsilon \)-optimal if its expected reward is at least \( \mu_1 - \varepsilon \)). So before generalizing the exponential gap elimination algorithm, we need to first design a counterpart for the median elimination algorithm.

**Median Elimination With Probes**

The median elimination algorithm (ME) of Even-Dar et al. (2002) works as follows: The algorithm runs in phases. In every phase \( t \) each potentially good arm is sampled \( 4\varepsilon_t^{-2}\log(3/\delta_t) \) times, where \( \delta_t = \delta 2^{-t-1} \) and \( \varepsilon_t = \varepsilon (3/4)^t/3 \); then the lower half of the arms with inferior performance is eliminated, and the next phase is run with the remaining arms only. The algorithm terminates when a single arm remains.

A tempting approach to address our problem would be, instead of sampling each remaining arm \( n \) times in one phase, we sample a set of probes that is a minimum \( n \)-cover of those arms. We will call this naive modification of the median elimination algorithm the naive-ME algorithm. While “naive-
ME" preserves the same \( O(K \varepsilon^{-2} \log(1/\delta)) \) performance in the bandit case, the following proposition shows that in the full information case this algorithm requires \( K^{1/2} \)-times more probes than expected.

**Proposition 5.** In the full information case where \( \mathcal{P} = \{[K]\} \), the probe complexity of the naive-ME algorithm is at least

\[
\Omega \left( \frac{K^{1/2}}{\varepsilon^2} \log \frac{K}{\delta} \right).
\]

**Proof.** The median elimination algorithm deterministically runs \( \lceil \log_2 K \rceil \) phases since it eliminates half of the arms in each phase. In phase \( t \), the algorithm collects \( \frac{4}{\varepsilon_t^2} \log \frac{3}{\delta_t} \) samples for each arm in the set of arms \( A_t \) considered, where \( \varepsilon_t = \frac{\varepsilon}{3} \left( \frac{3}{4} \right)^t \) and \( \delta_t = \frac{\delta}{2^{t+1}} \), and then selects \( A_{t+1} \) to contain half of the arms with better estimated mean rewards. Under the full information setting, there is only one probe that covers all arms, so the algorithm uses that probe \( \frac{4}{\varepsilon_t^2} \log \frac{3}{\delta_t} \) times in each phase. Then the total probe complexity \( N \) is

\[
N = \sum_{t=1}^{\lceil \log_2 K \rceil} \frac{4}{\varepsilon_t^2} \log \frac{3}{\delta_t} = \sum_{t=1}^{\lceil \log_2 K \rceil} \frac{36}{\varepsilon_t^2} \left( \frac{16}{9} \right)^t \log \frac{6K}{\delta} \\
\geq \frac{36}{\varepsilon^2} \left( \frac{16}{9} \right)^{\log_2 K} \log \frac{6K}{\delta} \\
= \frac{36}{\varepsilon^2} K^{\log_2 \frac{16}{9}} \log \frac{6K}{\delta} > \frac{36}{\varepsilon^2} K^{1/2} \log \frac{6K}{\delta} \\
= \Omega \left( \frac{K^{1/2}}{\varepsilon^2} \log \frac{K}{\delta} \right).
\]

Intuitively, the presence of the \( K^{1/2} \) term is not expected since the full information case gives \( K \) times more information than the bandit case.

We have shown that simply replacing the uniform sampling in each phase in the median elimination algorithm of [Even-Dar et al., 2002] with a set multi-cover does not work, so a more careful design is needed. Our proposed algorithm, called Median Elimination With Probes (MEWP) is shown in Algorithm 2. It essentially runs the original median elimination algorithm for bandits over a one-cover of all options (that is, each probe in the cover is
treated as an option in the bandit setting), and in each phase we eliminate half of the probes that do not seem to cover a good option. We stop running median elimination when a single probe covers all the remaining options. Then the algorithm enters its second stage where we use this probe until we identify an almost optimal option from the remaining ones. In the next theorem we prove that the algorithm is admissible, and give an upper bound on the number of probes required to find an \( \varepsilon \)-optimal option.

**Algorithm 2 MedianEliminationWithProbes**

1: Inputs: \( K, \delta \in (0, 1], \varepsilon > 0, \mathcal{P} \).
2: Set \( \varepsilon_t = \frac{\varepsilon}{t}, \delta_t = \frac{\delta}{2^t} \).
3: \( C \leftarrow \text{COrcl}([K], 1, \mathcal{P}) \), and define a partition of the options as \( A_1 = \{ \pi_p \subset p : p \in C, \cup_{p \in C} \pi_p = [K] \} \).
4: for \( t = 1, 2, \ldots \) do
5: for all \( \pi \in A_t \) do
6: Use \( \frac{4}{\varepsilon_t^2} \log \frac{3|\pi|}{\delta_t} \)-times \( p \in C \) that covers \( \pi \) to get observations for each option in \( p \).
7: Let \( \hat{\mu}_\pi(t) = \max_{i \in \pi} \hat{\mu}_i(t) \), where \( \hat{\mu}_i(t) \) is the empirical mean reward of option \( i \) based on the observations in the actual phase \( t \).
8: end for
9: Find the median \( m(t) \) of \( \{ \hat{\mu}_\pi(t) : \pi \in A_t \} \).
10: Let \( A_{t+1} = \{ \pi \in A_t : \hat{\mu}_\pi(t) \geq m(t) \} \).
11: if \( |A_{t+1}| = 1 \) then
12: terminate the loop and let \( \hat{\pi}^* \) be the single element of \( A_{t+1} \)
13: end if
14: end for
15: If \( |\hat{\pi}^*| > 1 \), use the probe that covers \( \hat{\pi}^* \) for \( \frac{8}{\varepsilon^2} \log \frac{2|\hat{\pi}^*|}{\delta} \)-times.
16: Return the option \( \hat{i}^* \in \hat{\pi}^* \) with the highest empirical mean based on these observations.

**Theorem 6.** With probability at least \( 1 - \delta \), MEWP returns an \( \varepsilon \)-optimal option \( \hat{i}^* \), and \( N \), the total number of probes used by the algorithm is

\[
N = O \left( \frac{C_{O([K], 1)}}{\varepsilon^2} \log \frac{|\pi_{\text{max}}|}{\delta} \right).
\]

where \( |\pi_{\text{max}}| = \max_{\pi \in A_1} |\pi| \).

**Proof of Theorem 6.** The algorithm contains two stages: First, in the for loop, we aim to find a probe that contains an \( \varepsilon/2 \)-optimal option with probability at least \( 1 - \delta/2 \), in \( O(|A_1|\varepsilon^{-2} \log(|\pi_{\text{max}}|/\delta)) \); then we find an option that is
\(\varepsilon/2\)-optimal option within this probe with probability at least 1 \(- \delta/2\) after \(O(\varepsilon^{-2} \log(|\pi_{\text{max}}|/\delta))\) probes.

First we will analyze the algorithm on the first stage. We need to show that

\[
\Pr \left( \hat{\mu}_{\hat{\pi}} > \mu_{\pi^*} - \frac{\varepsilon}{2} \right) \geq 1 - \frac{\delta}{2} \tag{2.10}
\]

where \(\mu_{\pi} = \max_{i \in \pi} \mu_i\) for all \(\pi \in A_1\) and \(\pi^* = \arg\max_{\pi} \mu_{\pi}\). Clearly, \(\mu_{\pi^*} = \mu_1\), the expectation of the best option.

Let \(\pi_t = \arg\max_{\pi \in A_t} \mu_{\pi}\). Let \(\Pr_t\) and \(E_t\) denote the conditional probability and conditional expectation given all randomness before phase \(t\). To prove (2.10), we will first show that

\[
\Pr_t \left( \mu_{\pi_t+1} > \mu_{\pi_t} - \varepsilon_t \right) \geq 1 - \delta_t .
\]

Define \(A_1^\varepsilon = \{ \pi \in A_t : \mu_{\pi} \leq \mu_{\pi_t} - \varepsilon_t \}\) and \(A_1^\star = \{ \pi \in A_t : \hat{\mu}_{\pi}(t) > \hat{\mu}_{\pi_t}(t)\}\). Then, for any \(\pi \in A_t\), the event \(\{ \pi \in A_1^\star \cap A_1^\varepsilon \} \wedge \{ \hat{\mu}_{\pi_t}(t) \geq \mu_{\pi_t} - \varepsilon_t/2 \}\) implies \(\{ \hat{\mu}_{\pi}(t) > \mu_{\pi} + \varepsilon_t/2 \}\). Thus, for any \(\pi \in A_t, \pi \neq \pi_t\),

\[
\Pr_t \left( \pi \in A_1^\star \cap A_1^\varepsilon | \hat{\mu}_{\pi_t}(t) \geq \mu_{\pi_t} - \frac{\varepsilon_t}{2} \right) \\
\leq \Pr_t \left( \hat{\mu}_{\pi}(t) > \mu_{\pi} + \frac{\varepsilon_t}{2} | A_t, \hat{\mu}_{\pi_t}(t) \geq \mu_{\pi_t} - \frac{\varepsilon_t}{2} \right) \\
= \Pr_t \left( \hat{\mu}_{\pi}(t) > \mu_{\pi} + \frac{\varepsilon_t}{2} \right) \leq \frac{\delta_t}{3} ,
\]

where (i) the equality holds since the samples from the options in \(\pi\) and \(\pi_t\) are independent, and (ii) the last inequality holds, since by Hoeffding’s inequality (Cesa-Bianchi and Lugosi 2006),

\[
\Pr_t \left( \hat{\mu}_i(t) > \mu_{\pi} + \frac{\varepsilon_t}{2} \right) \leq \Pr_t \left( \hat{\mu}_i(t) > \mu_{\pi} + \frac{\varepsilon_t}{2} \right) < \frac{\delta_t}{3|\pi|}
\]

for all \(i \in \pi\), since \(\hat{\mu}_i(t)\) is estimated from \((2/\varepsilon_t)^2 \log(3|\pi|/\delta_t)\) samples, and the union bound implies that this inequality simultaneously holds for all \(i \in \pi\) with probability \(\delta_t/3\). Furthermore, by definition \(\pi_t \notin A_1^\varepsilon\), hence

\[
\Pr_t \left( \pi_t \in A_1^\star \cap A_1^\varepsilon | \hat{\mu}_{\pi_t}(t) \geq \mu_{\pi_t} - \frac{\varepsilon_t}{2} \right) = 0 .
\]
Therefore,
\[\mathbb{E}_t \left[ \left| \frac{A_t^i \cap A_t^f}{|A_t|} \right| \left| \tilde{\mu}_{\pi_t}(t) > \mu_{\pi_t} - \frac{\varepsilon_t}{2} \right| \right] \leq \delta_t \]

Applying Markov’s inequality, we have
\[\Pr_t \left( \left| \frac{A_t^i \cap A_t^f}{|A_t|} \right| \geq \frac{1}{2} \left| \tilde{\mu}_{\pi_t}(t) > \mu_{\pi_t} - \frac{\varepsilon_t}{2} \right| \right) \leq \frac{2\delta_t}{3}.
\]

Note that again by Hoeffding’s inequality and the union bound, \( \Pr_t(\tilde{\mu}_{\pi_t}(t) > \mu_{\pi_t} - \frac{\varepsilon_t}{2}) \geq 1 - \frac{\delta_t}{3} \), and \( \{ \frac{|A_t^i \cap A_t^f|}{|A_t|} < \frac{1}{2} \} \) implies \( \{ \mu_{\pi_{t+1}} > \mu_{\pi_t} - \varepsilon_t \} \). Then, by union bound, we get
\[\Pr_t (\mu_{\pi_{t+1}} > \mu_{\pi_t} - \varepsilon_t) \geq 1 - \delta_t\]

Since the bound is constant, the unconditional probability also satisfies this inequality, and so, by the union bound,
\[\Pr (\mu_{\hat{\pi}^*} \leq \mu_{\pi^*} - \frac{\varepsilon}{2}) \leq \sum_{t=1}^{\log_2 |A_t|} \Pr_t (\mu_{\pi_{t+1}} \leq \mu_{\pi_t} - \varepsilon_t) \leq \sum_{t=1}^{\log_2 |A_t|} \delta_t < \frac{\delta}{2},\]
proving (2.10).

Next we will calculate the probe complexity until \( \hat{\pi}^* \) is found:
\[\sum_{t=1}^{\log_2 |A_t|} \sum_{\pi \in A_t} \frac{4}{\varepsilon_t^2} \log \frac{3|\pi|}{\delta_t} \leq \sum_{t=1}^{\log_2 |A_t|} \frac{4|A_t|}{\varepsilon_t^2} \log \frac{3|\pi_{\max}|}{\delta_t} = O \left( \frac{|A_t|}{\varepsilon^2} \log \frac{|\pi_{\max}|}{\delta} \right)\]

Now we will analyze the second stage, by showing that it finds an \( \varepsilon/2 \)-optimal option from \( \hat{\pi}^* \) with probability at least \( 1 - \delta/2 \). Assume that the first stage ran for \( T \) phases, so we will consider conditional probabilities \( \Pr_T \) conditioned on the first \( T \) phases of the first stage.

Let \( i_{\hat{\pi}^*} \) denote the optimal option in \( \hat{\pi}^* \), \( \hat{\mu}_i \) be the empirical mean reward for option \( i \in \hat{\pi}^* \) in the second stage, computed from \( \frac{8}{\varepsilon^2} \log \frac{2|\hat{\pi}^*|}{\delta} \) samples, \( \hat{*} = \arg\max_{i \in \hat{\pi}^*} \hat{\mu}_i \), \( A^c = \{ i \in \hat{\pi}^* : \mu_i \leq \mu_{i_{\hat{\pi}^*}} - \frac{\varepsilon}{2} \} \) and \( A^* = \{ \hat{\mu}_i > \mu_{i_{\hat{\pi}^*}} \} \). Clearly, \( \{ \mu_{i_{\hat{\pi}^*}} > \mu_{i_{\hat{\pi}^*}} - \frac{\varepsilon}{4} \} \) and \( \forall i \in A^c, \hat{\mu}_i \leq \mu_i + \frac{\varepsilon}{4} \) imply \( \{|A^c \cap A^*| = \emptyset\} \), which in turn implies \( \{ i_{\hat{\pi}^*} \notin A^c \} \). Therefore,
\[\Pr_T (\mu_{\hat{\pi}^*} > \mu_{i_{\hat{\pi}^*}} - \frac{\varepsilon}{2}) \geq \Pr_T (\mu_{i_{\hat{\pi}^*}} \geq \mu_{i_{\hat{\pi}^*}} - \frac{\varepsilon}{4} \wedge \forall i \in A^c, \hat{\mu}_i \leq \mu_i + \frac{\varepsilon}{4})\]
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\[
\geq 1 - \Pr_T \left( \hat{\mu}_{i^*} < \mu_{i^*} - \frac{\varepsilon}{4} \right) \leq \sum_{i \in A^*} \Pr_T \left( \hat{\mu}_i > \mu_i + \frac{\varepsilon}{4} \right).
\]

Applying Hoeffding’s inequality, we have
\[
\Pr_T \left( \hat{\mu}_i - \mu_i > \frac{\varepsilon}{4} \right) \leq e^{-\frac{n^2 \varepsilon^2}{8}} = \frac{\delta}{2 |\hat{\pi}^*|}
\]
where \( n = \frac{8}{\varepsilon^2} \log \frac{2 |\hat{\pi}^*|}{\delta} \). Note that the same probability bound holds for \( \mu_i - \hat{\mu}_i > \frac{\varepsilon}{4} \). Therefore,
\[
\Pr_T \left( \mu_{i^*} \geq \mu_{i^*} - \frac{\varepsilon}{2} \right) \geq 1 - \frac{(|A| + 1)\delta}{2|\hat{\pi}^*|} \geq 1 - \frac{\delta}{2}.
\]
Since the bound is independent of the condition, we also have
\[
\Pr \left( \mu_{i^*} \geq \mu_{i^*} - \frac{\varepsilon}{2} \right) \geq 1 - \frac{\delta}{2}.
\]
Combining with (2.10), we obtain
\[
\Pr(\mu_{i^*} \geq \mu_{i^*} - \varepsilon) \geq 1 - \delta.
\]
Finally, the total number of probes can be bounded as
\[
N = O \left( \frac{|A_1|}{\varepsilon^2} \log \frac{|\pi_{\text{max}}|}{\delta} \right) + 8 \frac{\log 2 |\hat{\pi}^*|}{\varepsilon^2} = O \left( \frac{C_O([K], 1)}{\varepsilon^2} \log \frac{|\pi_{\text{max}}|}{\delta} \right)
\]
where \( N \) is the total number of probes used by the algorithm.

Note that we have \( |\pi_{\text{max}}| \) inside the log term instead of the expected 1. It can be shown that this worst case upper bound is unimprovable in both the bandit and full information setting by the following theorem.

**Theorem 7.** In the full information case, for every \( K \geq 2, \varepsilon > 0 \) and \( \delta \in (0, 1/2) \), and for any algorithm that returns an \( \varepsilon \)-optimal option with probability at least \( 1 - \delta \), there exist reward distributions \((D_1, \ldots, D_K)\) such that
\[
\mathbb{E}[N] \geq \frac{1}{16\varepsilon^2} \log \frac{K}{12\delta}
\]
where \( N \) is the total number of probes used by the algorithm.

Moreover, for any general observation structure \( \mathcal{P} \), a lower bound is
\[
\mathbb{E}[N] \geq \frac{C_{\text{LP}}([K], 1)}{16\varepsilon^2} \log \frac{1}{6\delta}.
\]
Proof of Theorem [7]. We prove (2.11) and (2.12) separately.

First we prove a modification of Lemma 4 for the full information case.

Lemma 8. Consider the full information case. Let \( \hat{i}^* \in [K] \) be the option returned by some algorithm after \( N \) trials if the algorithm stops and let \( \hat{i}^* = 0 \) if the algorithm never stops. Furthermore, for any \( a \in [K] \), let \( U_a \) denote the event that \( \hat{i}^* = a \). Then, for any two environments \( D^1 \) and \( D^2 \), and for any \( a \in [K] \),

\[
\mathbb{E}_{D^1}[N] \sum_{i=1}^{K} KL(D^1_i, D^2_i) \geq d(\Pr_{D^1}(U_a), \Pr_{D^2}(U_a)),
\]

where \( \mathbb{E}_{D^1} \) and \( \Pr_{D^1} \) denote expectation and probability under the assumptions that the environment is \( D^1 \), \( KL(D^1_i, D^2_i) \) denotes the relative entropy (or Kullback-Leibler divergence) between \( D^1_i \) and \( D^2_i \) for all \( i \in [K] \), and \( d(x, y) = x \log(x/y) + (1 - x) \log((1 - x)/(1 - y)) \) is the binary relative entropy.

Proof. Assume that the full information algorithm is applied in the bandit case in a naive way: trying each option once in the bandit case when it would choose to try the only probe in the full information case. Then \( N_1 = \ldots = N_K = N \), and the statement of the lemma follows immediately from Lemma [4]. \( \square \)

Proof of (2.11). We prove the theorem by applying Lemma 8. In order to do so, we need to construct the environments \( D^1 \) and \( D^2 \). We assume that for any \( i \in [K], k \in \{1, 2\}, D^k_i \) is Gaussian with mean \( \mu^k_i \) and variance \( \sigma^2 = 1/4 \). In \( D_2 \) we set \( \mu_1^2 = \varepsilon, \mu_2^2 = \ldots = \mu_K^2 = 0 \). Now consider any algorithm that returns an \( \varepsilon \)-optimal option with probability \( 1 - \delta \). Then we have \( \Pr_{D^2}(U_1) \geq 1 - \delta \). Furthermore, \( \sum_{i=2}^{K} \Pr_{D^2}(U_i) < \delta \), and so there exists some \( j \in \{2, \ldots, K\} \) such that \( \Pr_{D^2}(U_j) < \delta/(K-1) \). We use this \( j \) to select the expected values of the distributions \( D^1_j \): in particular, we let \( \mu_1 = \varepsilon, \mu_j = 2\varepsilon, \) and \( \mu_i = 0 \) for all other \( i \). Then we have \( \Pr_{D^1}(U_j) \geq 1 - \delta \).

Since the relative entropy of two 1-dimensional Gaussian distributions with common variance \( \sigma^2 \) and mean difference \( m \) is \( m^2/(2\sigma^2) \), we have

\[
\sum_{i=1}^{K} KL(D^1_i, D^2_i) = KL(D^1_j, D^2_j) = (2\varepsilon)^2/(2\sigma^2) = 8\varepsilon^2.
\]
Furthermore, by the monotonicity properties of the binary entropy function $d$, and since $\Pr_{D_2}(U_j) < \delta/(K-1) < 1 - \delta \leq \Pr_{D_1}(U_j)$, we have
\[
d(\Pr_{D_1}(U_j), \Pr_{D_2}(U_j)) \geq d(1 - \delta, \delta/(K-1)) \cdot
\]
Thus, applying Lemma 8 we get
\[
\mathbb{E}_{D_1}[N] \geq \frac{d(1 - \delta, \delta)}{8\varepsilon^2} \cdot
\]
The last step is to bound $d\left(1 - \delta, \frac{\delta}{K-1}\right)$ from below:
\[
d\left(1 - \delta, \frac{\delta}{K-1}\right) = (1 - \delta) \log \frac{1 - \delta}{\delta} + \frac{\delta}{K-1} \log \frac{1 - \delta}{K-1}
> \frac{1}{2} \log \frac{K-1}{2\delta} + \frac{\delta}{2} \log \frac{1}{2\delta} - \frac{1}{e}
> \frac{1}{2} \log \frac{K-1}{6\delta} \geq \frac{1}{2} \log \frac{K}{12\delta}
\]
Combined with (2.13) we have $\mathbb{E}_{D_1}[N] \geq \frac{1}{16\varepsilon^2} \log \frac{K}{12\delta}$, which concludes the proof.

Proof of (2.12). Let $D$ be an environment such that $D_i, i \in [K]$ is Gaussian with mean $\mu_i$ and variance $\sigma^2 = 1/4$, where $\mu_1 = \varepsilon$ and $\mu_i = 0$ for all $i \neq 1$.

We create $K$ environments, $D^1, \ldots, D^K$, such that $D^k_i$ is Gaussian with mean $\mu^k_i$ and variance $\sigma^2 = 1/4$, and use Lemma 4 to lower bound the number of trials needed in environment $D$. For $D^1$, let $\mu^1_1 = -\varepsilon$ and $\mu^1_i = \mu_i$ for all $i \neq 1$. For $D^k, k \neq 1$, let $\mu^k_1 = 2\varepsilon$ and $\mu^k_i = \mu_j$ for all $j \neq k$.

Consider an algorithm $A$ that, with probability at least $1 - \delta$, returns an $\varepsilon$-optimal solution (in any environment satisfying the assumptions of our setting). Then, using the notation of Lemma 4 we have $\Pr_{D^k}(U_1) < \delta$ for all $k \in [K]$ and $\Pr_D(U_1) \geq 1 - \delta$.

Let $N_i$ be the number of samples observed by algorithm $A$ for option $i$. Similarly to the proof of Lemma 8 we construct a bandit algorithm from $A$ using probes in such a way that whenever $A$ decides to try a probe $p$ in the original problem, the bandit version tries each option $i \in p$ once in the bandit problem. Then the number of samples for each option $i$ will be the same in the
Lemma 4 implies that
\[ E_D[N_i] \geq \frac{d(1 - \delta, \delta)}{8\varepsilon^2} \]
for all \( i \in [K] \). Using the derivation in Theorem 3, we get \( d(1 - \delta, \delta) > \frac{1}{2} \log \frac{1}{6\delta} \).
Therefore, we have
\[ E_D[N_i] = \sum_{p \ni i} E_D[N_p] \geq \frac{1}{16\varepsilon^2} \log \frac{1}{6\delta} \]
where \( N_p \) is the number of times that probe \( p \) is played. Since \( E_D[N] = \sum_{p \in P} E_D[N_p] \), lower bounding \( E_D[N] \) leads to
\[ E_D[N] \geq C_{LP}([K], \frac{1}{16\varepsilon^2} \log \frac{1}{6\delta}) = \frac{C_{LP}([K], 1)}{16\varepsilon^2} \log \frac{1}{6\delta}. \quad (2.14) \]

Compared to the upper bound of Theorem 6 in general cases, lower bound (2.12) has a \( |\pi_{\max}| \) gap inside the log term. However, (2.12) is not tight since in the full information case we have a tighter lower bound \( \Omega(\varepsilon^{-2} \log(K/\delta)) \) in (2.11). Therefore, although whether the \( |\pi_{\max}| \) term is tight or not is still an open question there has to be some quantity between 1 and \( K \) in the log term.
Note that MEWP may not be the best choice for only finding an \( \varepsilon \)-optimal option in practice since it does not provide distribution dependent performance. However, the worst case upper bound is theoretically good enough (has a better log term) for being a subroutine of our later algorithm EGEWP.

**Exponential Gap Elimination Algorithm**

Given the MEWP algorithm, we continue with generalizing the exponential gap elimination algorithm. The new algorithm, called Exponential Gap Elimination with Probes (EGEWP), is shown in Algorithm 3. The new idea here is to use the partition-based exploration technique (as in the MEWP algorithm) and replace the bandit-case median elimination subroutine with
Algorithm 3 ExpGapEliminationWithProbes

1: Inputs: \( K, \delta, \mathcal{P} \).
2: Initialize candidate set: \( A_1 = [K] \). Set \( \varepsilon_t = \frac{1}{4\cdot 2^t}, \delta_t = \frac{\delta}{50 \cdot 2^t} \).
3: for \( t = 1, 2, \ldots \) do
4: \( C(t) \leftarrow \text{COrcl}(A_t, 1, \mathcal{P}) \).
5: Create a partition \( \Pi_t \) of \( A_t \) such that \( \Pi_t = \{ \pi_p \subset p : p \in C(t), \cup_{p \in C(t)} \pi_p = A_t \} \).
6: for \( \pi_p \in \Pi_t \) do
7: Use probe \( p \) for \( \frac{2}{\varepsilon_t} \log \frac{2|\pi_p|}{\delta_t} \)-times to get observations for each option in \( p \).
8: end for
9: For each \( i \in A_t \), let \( \hat{\mu}_i(t) \) be the mean of all observations in phase \( t \) for option \( i \).
10: \( \hat{i}_t \leftarrow \text{MedianEliminationWithProbes}(A_t, \varepsilon_t \cdot \frac{K}{2}, \delta_t) \).
11: Let \( A_{t+1} = \{ i \in A_t : \hat{\mu}_i(t) \geq \hat{\mu}_{\hat{i}_t}(t) - \varepsilon_t \} \).
12: if \( |A_{t+1}| = 1 \) then
13: Return the option in \( A_{t+1} \).
14: end if
15: end for

MEWP. The analysis follows a combination of the techniques of [Karnin et al. (2013)] and the proof of Theorem 6. However, due to the more complicated observation structure, we are only able to prove a \( \Delta_2 \) dependent upper bound on the number of probes:

**Theorem 9.** If the oracle COrcl always returns the optimal solution for integer programming, EGEWP finds the optimal option with probability at least \( 1 - \delta \) after using

\[
O \left( \frac{C_D([K], 1)}{\Delta_2^2} \log \left( \frac{|p_{\max}|}{\delta} \log \frac{1}{\Delta_2} \right) \right)
\]

probes where \( |p_{\max}| = \max_{p \in \mathcal{P}} |p| \).

**Proof of Theorem 9.** As in earlier proofs, we are going to use \( \text{Pr}_t \) and \( \mathbb{E}_t \) to denote the conditional probability and conditional expectation, respectively, given all randomness before phase \( t \), and we denote the \( \sigma \)-algebra corresponding to the latter by \( \mathcal{F}_{t-1} \).

First we are going to bound the number of phases in running EGEWP. We start with the following simple observation: For any \( i \neq 1 \) and \( t \) such that
$T \geq t \geq \log_2 \frac{1}{\Delta_r}, i \in A_t$ and $1 \in A_t$, the event $C_{t,i} = \{\mu_i \geq \mu_1 - \frac{\varepsilon_i}{2}\} \land \{\mu_i \leq \hat{\mu}_i(t) + \frac{\varepsilon_i}{2}\} \land \{\mu_i \geq \hat{\mu}_i(t) - \frac{\varepsilon_i}{2}\}$ implies $i \notin A_{t+1}$. This holds since given $C_{t,i}$,

$$\hat{\mu}_i(t) \geq \mu_i - \frac{\varepsilon_i}{2} \geq \mu_1 - \varepsilon_i \geq \mu_1 + 3\varepsilon_i \geq \hat{\mu}_i(t) + \frac{5}{2}\varepsilon_i$$

where in the third step we used that $\mu_1 - \mu_i = \Delta_i \geq 2^{-t} = 4\varepsilon_i$ for $t \geq \log_2 \frac{1}{\Delta_i}$.

Now assume that $\mathcal{F}_{t-1}$ is such that $1 \in A_t$ and $\pi \in \Pi_t$. Then, for any $t \geq \log_2 \frac{1}{\Delta_i}$,

$$\Pr_t(\exists i \in \pi, i \neq 1, i \in A_{t+1}) \leq \Pr_t(\mu_i < \mu_1 - \frac{\varepsilon_i}{2}) + \Pr_t(\mu_i > \hat{\mu}_i(t) + \frac{\varepsilon_i}{2}) + \sum_{i \in \pi, i \neq 1} \Pr_t(\mu_i < \hat{\mu}_i(t) - \frac{\varepsilon_i}{2}).$$

(2.16)

Now, for any $t \geq 1$ and $\mathcal{F}_{t-1}$ as above,

$$\Pr_t(\mu_i < \mu_1 - \frac{\varepsilon_i}{2}) \leq \delta_i$$

by the high probability guarantee for the success of MEWP and the fact that new samples are used in each phase. Furthermore, for any $i \in \pi$ and $t \geq 1$,

$$\Pr_t(\mu_i < \hat{\mu}_i(t) - \frac{\varepsilon_i}{2}) \leq \frac{\delta_i}{2|\pi|} \quad \text{and} \quad \Pr_t(\mu_i > \hat{\mu}_i(t) + \frac{\varepsilon_i}{2}) \leq \frac{\delta_i}{2|\pi|} \quad (2.17)$$

by Hoeffding’s inequality since $\hat{\mu}_i$ is computed from $2\varepsilon_i^{-2}\log(2|\pi|/\delta_i)$ new samples. Finally, since $i_t$ is selected based on different samples than the ones used in estimating $\hat{\mu}_i$, denoting by $\pi_t(j)$ the partition cell of $A_t$ containing $j$, we have

$$\Pr_t(\mu_{i_t} > \hat{\mu}_{i_t}(t) + \frac{\varepsilon_t}{2}) = \sum_{j \in A_t} \Pr_t(\mu_j > \hat{\mu}_j(t) + \frac{\varepsilon_t}{2} | i_t = j) \Pr_t(i_t = j)$$

$$= \sum_{j \in A_t} \Pr_t(\mu_j > \hat{\mu}_j(t) + \frac{\varepsilon_t}{2}) \Pr_t(i_t = j)$$

$$\leq \sum_{j \in A_t} \frac{\delta_t}{2|\pi_t(j)|} \Pr_t(i_t = j) \leq \frac{\delta_t}{2}. \quad (2.18)$$

Continuing (2.16) with the above inequalities, we obtain that for any $t \geq \log_2 \frac{1}{\Delta_i}$ and $\mathcal{F}_{t-1}$ such that $1 \in A_t$ and $\pi \in \Pi_t$,

$$\Pr_t(\exists i \in \pi, i \neq 1, i \in A_{t+1}) \leq \delta_t + \frac{\delta_t}{2} + \frac{\delta_t}{2} = 2\delta_t. \quad (2.19)$$
Since the same $2\delta_i$ bound holds for any $\mathcal{F}_{t-1}$ with $1 \in A_t$ and $\pi \in \Pi_t$, we also have

$$\Pr(\exists i \in \pi, i \neq 1, i \in A_{t+1} | \pi \in \Pi_t, 1 \in A_t) \leq 2\delta_i. \quad (2.20)$$

Furthermore, for any $t \geq 1$, the events \{1 \in A_t\}, \{\hat{\mu}_1(t) \geq \mu_1 - \frac{\varepsilon_t}{2}\}, and \{\hat{\mu}_i(t) \leq \mu_i + \frac{\varepsilon_t}{2}\} imply that $1 \in A_{t+1}$, since

$$\hat{\mu}_1(t) \geq \mu_1 - \frac{\varepsilon_t}{2} \geq \mu_i - \frac{\varepsilon_t}{2} \geq \hat{\mu}_i(t) - \varepsilon_t.$$ 

Therefore, from (2.17) (for $i = 1$) and (2.18) we get

$$\Pr(1 \in A_{t+1} | 1 \in A_t) \geq 1 - \frac{\delta_t}{2} - \frac{\delta_t}{2} = 1 - \delta_t. \quad (2.21)$$

The above inequality shows that the optimal option 1 is not eliminated with high probability, while (2.20) shows that for large enough $t$, the suboptimal options are eliminated with high probability. Thus, it remains to quantify how fast the suboptimal options are eliminated. To this end, we show that the number of probes used in every phase decays exponentially fast for $t \geq \log_2 \frac{1}{\Delta^2}$.

Let $\Pi^+_i = \{\pi \in \Pi_t : \exists i \in \pi, i \in A_{t+1}\}$. Then, for any $t \geq \log_2 \frac{1}{\Delta^2}$ and $\mathcal{F}_{t-1}$ with $1 \in A_t$, we have $\mathbb{E}_t [||\Pi^+_i - \pi_t(1)||] \leq 2\delta_i ||\Pi_t - \pi_t(1)||$ by (2.19), and so

$$\mathbb{E}_t \left[ \frac{||\Pi^+_i - \pi(1)||}{||\Pi_t - \pi_t(1)||} \right] \leq 2\delta_i.$$ 

Again, since the right hand side is independent of the conditioning in $\mathbb{E}_t$, we can replace the conditioning on $\mathcal{F}_{t-1}$ with conditioning on $1 \in A_t$; then, by Markov’s inequality, for any $z > 0$ and $t \geq \log_2 \frac{1}{\Delta^2}$,

$$\Pr \left( \frac{||\Pi^+_i - \pi(1)||}{||\Pi_t - \pi_t(1)||} > \frac{1}{z} | 1 \in A_t \right) \leq \frac{\mathbb{E}_t \left[ \frac{||\Pi^+_i - \pi(1)||}{||\Pi_t - \pi_t(1)||} \right]}{z} \leq 2z\delta_i. \quad (2.22)$$

Now define the event

$$B(t) = \left\{ \frac{||\Pi^+_i - \pi_t(1)||}{||\Pi_t - \pi_t(1)||} \leq \frac{1}{z} \right\} \land \\{ \forall i \in \pi_t(1), i \neq 1, i \notin A_{t+1} \};$$

note that $\pi(1)$, and hence $B(t)$, is defined when $1 \in A_t$. Then, by (2.20), (2.22), and the union bound,

$$\Pr(B(t) | 1 \in A_t) \geq 1 - 2z\delta_t - 2\delta_t = 1 - 2(z + 1)\delta_t. \quad (2.23)$$
Next we consider when the algorithm stops if \( 1 \in A_t \) and \( B(t) \) happen in each phase \( t \geq \log_2 \frac{1}{\Delta_2} \). Note that, denoting the last phase of the algorithm by \( T \), the probability of this event can be bounded from below as

\[
\Pr \left( \{ \forall t \in [T], 1 \in A_t \} \land \{ \forall \log_2 \frac{1}{\Delta_2} \leq t \leq T, B(t) \} \right) \\
\geq 1 - \sum_{t=1}^{\infty} (2z + 3)\delta_t = 1 - \sum_{t=1}^{\infty} \frac{(2z + 3)\delta}{50t^3} \geq 1 - \frac{3\delta(2z + 3)}{100},
\]

by (2.21), (2.23), the union bound, and since \( \sum_{t=1}^{\infty} 1/t^3 < 1 + \int_1^{\infty} 1/t^3 dt = 3/2 \).

If \( z > 1 \) and \( |\Pi_t| \leq z \), then

\[
|\Pi_t^+ - \pi(1)| \leq \frac{|\Pi_t - \pi(1)|}{z} \leq \frac{z - 1}{z} < 1,
\]

which means that \( \Pi_t^+ \subset \{ \pi(1) \} \). Also, \( B(t) \) implies that all suboptimal options in \( \pi(1) \) are eliminated, which leads to the fact that only the optimal option 1 can survive after phase \( t \). According to the algorithm, there must be at least one option left after the elimination of each phase, so we can conclude that if for some \( z > 1 \) and phase \( t > \log_2 \frac{1}{\Delta_2} \), \( \{ 1 \in A_t \}, |\Pi_t| \leq z \), and \( B(t) \) holds, the algorithm must stop after this phase and return the optimal option \( i^* = 1 \).

If \( |\Pi_t| > z \), and \( \{ 1 \in A_t \} \) and \( B(t) \) holds, then

\[
\frac{|\Pi_t^+|}{|\Pi_t|} \leq \frac{|\Pi_t^+ - \pi(1)| + 1}{|\Pi_t|} \leq \frac{|\Pi_t - \pi(1)| + z}{z|\Pi_t|} = \frac{|\Pi_t| + z - 1}{z|\Pi_t|} \leq \frac{(z - 1) + (z + 1)}{z(z + 1)} = \frac{2}{z + 1},
\]

Since repartitioning in the next phase will not increase the number of probes needed to cover \( A_{t+1} \) compared to \( \Pi_t^+ \), we have \( |\Pi_{t+1}| \leq |\Pi_t^+| \). Therefore, for any \( z > 1 \) and \( t \geq \log_2 \frac{1}{\Delta_2} \) such that \( \{ 1 \in A_t \} \land B(t) \) holds, \( |\Pi_t| > z \), implies

\[
\frac{|\Pi_{t+1}|}{|\Pi_t|} \leq \frac{2}{z + 1}.
\]

For simplicity, we choose \( z = 15 \). Then, by (2.24), the probability of the event \( \{ \forall t \in [T], 1 \in A_t \} \land \{ \forall \log_2 \frac{1}{\Delta_2} \leq t \leq T, B(t) \} \) is at least \( 1 - \delta \); thus, it is enough to bound the probe complexity of the algorithm under the latter event.

Assuming the event holds, by the choice of \( z \) we have that after \( t \geq \log_2 \frac{1}{\Delta_2} \) phases, \( |\Pi_t| \geq 16 \) implies \( \frac{|\Pi_{t+1}|}{|\Pi_t|} \leq \frac{1}{8} \), and the algorithm stops after phase \( t \).
if $|\Pi_t| \leq 15$. Let $s = \log_2 \frac{1}{\Delta^2}$. Then the algorithm must run into one of the following three cases: (a) $T < s$, (b) $T \geq s$ and $|\Pi_t| \geq 16$ for $s \leq t \leq T$, (c) $T \geq s$ and $|\Pi_t| \geq 16$ for $s \leq t \leq T - 1$, $|\Pi_T| \leq 15$.

Here we only consider the last two cases where $T \geq s$; the upper bound obtained this way trivially hold for case (a), as well. For $T \geq s$, we divide the $T$ phases into two parts: $1 \leq t < s$ and $s \leq t \leq T$. In the second part, by definition, $|\Pi_t| \geq 16$ for $s \leq t \leq T - 1$, and so $|\Pi_t| \leq C_0([K], 1) \left( \frac{1}{s} \right)^{t-s}$ for $s \leq t \leq T$ by (2.25). Therefore, the probe complexity of the algorithm, without the samples used by the MEWP subroutine, is

$$
\sum_{t=1}^{s-1} \sum_{\pi \in \Pi_t} \frac{2}{\varepsilon_t^2} \log \frac{2|\pi|}{\delta_t} + \sum_{t=s}^{T} \sum_{\pi \in \Pi_t} \frac{2}{\varepsilon_t^2} \log \frac{2|\pi|}{\delta_t} \\
\leq 32C_0([K], 1) \sum_{t=1}^{s-1} 4^t \log \frac{100|p_{\max}|t^3}{\delta} \\
+ 32C_0([K], 1) \sum_{r=0}^{T-s} \left( \frac{1}{8} \right)^r 4^{r+s} \log \frac{100|p_{\max}|(r+s)^3}{\delta}.
$$

(2.26)

Here the first term on the right hand side is clearly bounded from above by

$$
C_1 \frac{C_0([K], 1) \log \left( \frac{|p_{\max}|}{\delta} \log \frac{1}{\Delta^2} \right)}{\Delta^2}
$$

for some universal positive constant $C_1$, while the second term can be bounded as

$$
C_2 \cdot C_0([K], 1) 4^s \left( \sum_{r=0}^{T-s} \frac{1}{2^r} \log \frac{s \cdot |p_{\max}|}{\delta} + \sum_{r=0}^{T-s} \log \frac{r}{2^r} \right) \\
\leq C_3 \left( \frac{C_0([K], 1)}{\Delta^2} \log \left( \frac{|p_{\max}|}{\delta} \log \frac{1}{\Delta^2} \right) \right)^{(r+s \leq rs)}
$$

for universal constants $C_2, C_3 > 0$. In conclusion, the total probe complexity without the samples used by median elimination is

$$
O \left( \frac{C_0([K], 1)}{\Delta^2} \log \left( \frac{|p_{\max}|}{\delta} \log \frac{1}{\Delta^2} \right) \right).
$$

The last thing is to show that the probe complexity of the MEWP subroutine is dominated by the above quantity. To show this, consider each phase $t$, the
number of probes used outside median elimination is $$\sum_{\pi \in \Pi_t} \frac{2}{c_t} \log \frac{2|\pi|}{\delta_t}$$ which is relaxed to $$\frac{2C_O(A_{t+1})}{c_t^2} \log \frac{2|p_{\max}|}{\delta_t}$$ in our analysis. According to Theorem 6, MEWP in phase $$t$$ uses $$O\left(\frac{C_O(A_{t+1})}{c_t^2} \log \frac{|p_{\max}|}{\delta_t}\right)$$ probes, where $$|p_{\max}| = \max_{\pi \in \Pi_t} |\pi| \leq |p_{\max}|$$. So taking the probe complexity of median elimination processes into account we still have the total probe complexity as

$$N = O\left(\frac{C_O([K], 1)}{\Delta_2^2} \log \left(\frac{|p_{\max}|}{\delta} \log \frac{1}{\Delta_2}\right)\right).$$

If COOrcl is not guaranteed to return the optimal integer cover, the above theorem still holds by making the following modification to the algorithm to ensure that $$\Pi_{t+1}$$ is not worse than $$\Pi_t$$ for every $$t$$: if $$|\{\pi \in \Pi_t : \pi \cap A_{t+1} \neq \emptyset\}| < C_O(A_{t+1}, 1)$$, then use the same partition pattern from $$\Pi_t$$ for $$\Pi_{t+1}$$.

Compared to the bound for SEWP, the log $$K$$ term is replaced with log $$|p_{\max}|$$. More specifically, in the full information case, the upper bound becomes

$$O\left(\frac{1}{\Delta_2^4} \log \left(\frac{K}{\delta} \log \frac{1}{\Delta_2}\right)\right),$$

which is the same as the upper bound for SEWP. In the bandit case, the algorithm is exactly the same as the exponential gap elimination algorithm of Karnin et al. (2013), which enjoys an optimal

$$O\left(\sum_{t=1}^{K} \frac{1}{\Delta_t^4} \log \left(\frac{1}{\delta} \log \frac{1}{\Delta_t}\right)\right)$$

upper bound on the number of probes, and is better than the upper bound for SEWP in bandit case. Therefore, although not formally proved, we expect that EGEWP enjoys an improved probe complexity compared with SEWP.

Comparing SEWP and EGEWP empirically

To empirically compare the performance between SEWP and EGEWP algorithms, we investigate the performance under three different probe settings: (a) the bandit case; (b) the full information case; and (c) an intermediate case where every subset of size $$|p| = \sqrt{K}$$ is a probe. For each scenario we consider two environments: (a) an easy problem where $$\mu_1 = 0.3$$ and $$\mu_2 = \ldots = \mu_K = 0$$ and (b) a hard problem where $$\mu_1 = 1$$ and $$\mu_i = 1 - (i/n)^{0.5}$$ for $$i \neq 1$$. Each reward distribution is Gaussian with variance $$\sigma^2 = 1/4$$. Under each combination of probe and distribution settings, we test the sample complexity for
different values of $K$ with $\delta = 0.1$. In the experiments we report average probe usage over 100 runs. The results are shown in Figure 2.4.

The results show that EGEWP performs worse than the SEWP in all settings considered, despite its favorable asymptotic performance guarantees. This phenomenon is supported by the experimental studies by Jamieson et al. (2014) in the bandit case, in which the exponential gap elimination algorithm of Karnin et al. (2013) is shown to be worse than the successive elimination algorithm of Even-Dar et al. (2002).

Figure 2.1: $|p| = 1$, Figure 2.2: $|p| = 1$, Figure 2.3: $|p| = \sqrt{K}$, easy case

Figure 2.4: $|p| = \sqrt{K}$, Figure 2.5: $|p| = K$, Figure 2.6: $|p| = K$, hard case

2.3 PAC Subset Selection

In this section, we consider the two PAC subset selection problems introduced in Section 2.1. The first, named strong PAC subset selection, is the same as the EXPLORE-$m$ problem introduced by Kalyanakrishnan and Stone (2010) where the goal is to find $m$ $(\varepsilon, m)$-optimal options. The second problem, named average PAC subset selection, is to select a subset of $m$ options with $\varepsilon$-optimal average reward, introduced by Zhou et al. (2014).
The basic idea of our approach is to generalize our SEWP algorithm with two modifications: (i) First, besides rejecting the options that cannot be in the best \( m \) options after each phase, we also accept options that have enough confidence to be one of the best \( m \) options, which shares a similar idea with the Racing algorithm in Kaufmann and Kalyanakrishnan (2013). (ii) Specific stopping conditions are designed to meet the \( \varepsilon \)-relaxation in the problem definition.

To make it easier to express the probe complexity, we introduce a new symbol \( \Delta_i^{(\varepsilon,m)} \) defined by \( \Delta_i^{(\varepsilon,m)} = \max\{\mu_i - \mu_{i+1}, \varepsilon\} \) if \( i \leq m \) and \( \Delta_i^{(\varepsilon,m)} = \max\{\mu_m - \mu_i, \varepsilon\} \) if \( i > m \). We then sort \( \Delta_i^{(\varepsilon,m)} \) for all \( i \in [K] \) in ascending order and let \( S(i) \) be the first \( i \) options in the list, while \( \Delta_i^{(\varepsilon,m)} \) denotes the \( i \)-th smallest entry.

Analogously to Theorem 1, let \( f(t) = 2^t \), \( g(t, \delta) = \sqrt{\frac{\log(4Kt^2/\delta)}{2t+1}} \), and define

\[
\tilde{N}(i)(\varepsilon, \delta) = \frac{128}{(\Delta_i^{(\varepsilon,m)})^2} \log \left( \frac{54K}{\delta} \log \frac{4}{\Delta_i^{(\varepsilon,m)}} \right) \tag{2.27}
\]

and let \( \tilde{N}(K+1)(\varepsilon, \delta) = 0 \).

Note that \( \tilde{N}(1)(\varepsilon, \delta) = \tilde{N}(2)(\varepsilon, \delta) \) since \( \Delta_1^{(\varepsilon,m)} = \Delta_2^{(\varepsilon,m)} = \max\{\mu_m - \mu_{m+1}, \varepsilon\} \). Also let \( \tilde{M}(i)(\varepsilon, \delta) = \tilde{N}(i)(\varepsilon, \delta) - \tilde{N}(i+1)(\varepsilon, \delta) \).

### 2.3.1 Strong PAC Subset Selection

First we propose an algorithm that returns a subset \( \hat{S}^* \) containing \( m \) \((\varepsilon,m)\)-optimal options with high probability. An option \( i \) is defined to be \((\varepsilon,m)\)-optimal iff \( \mu_i \geq \mu_m - \varepsilon \). This requirement is the same as \( q_{\min}(\hat{S}^*, \mu) \geq q_{\min}(\{m\}, \mu) - \varepsilon \) where \( q_{\min}(S, \mu) = \min_{i \in S} \mu_i \).

The algorithm, called Successive Accept Reject with Probes (SARWP) is shown in Algorithm 4. The following theorem shows that Algorithm 4 is admissible and the probe complexity is bounded.

**Theorem 10.** With probability at least \( 1 - \delta \), SARWP returns a subset \( \hat{S}^* \) of size \( m \) within \( N \) probes, where \( q_{\min}(\hat{S}^*, \mu) \geq q_{\min}(\{m\}, \mu) - \varepsilon \) and \( N \) satisfies

\[
N \leq G_{LP}(O, P) \sum_{i=2}^{K} \tilde{M}(i)(\varepsilon, \delta) C_{LP}(S(i), 1).
\]
Proof of Theorem 10. Let $T$ denote the number of phases that the algorithm runs until the stopping condition is satisfied and $U$ denote the event that all confidence bounds hold throughout the process:

$$U = \{ (\hat{\mu}(t) - \mu_i \leq g(t, \delta) \text{ for all } (i, t) \text{ s.t. } 1 \leq t \leq T \text{ and } i \in A_t) \}.$$

In the proof of Theorem 10 we have already shown that $\Pr(U) \geq 1 - \delta$. So the remaining of the proof contains two parts given the fact that $U$ holds: (i) if $T$ is finite thus $\hat{S}^*$ is returned, each option in $\hat{S}^*$ must be $(\varepsilon, m)$-optimal, and (ii) the probe complexity is upper bounded.

First we will show that if $T < \infty$ then each option $i \in \hat{S}^*$ must be $(\varepsilon, m)$-optimal. Since $\hat{S}^* = A_T^a \cup H_T$, if $i \in \hat{S}$, $i$ belongs to either $A_T^a$ or $H_T$. If $i \in A_T^a$, we use the following proposition to show that $1 \leq i \leq m$.

**Proposition 11.** If $U$ holds, then for any $2 \leq t \leq T$, if $i \in A_t^a$ then $1 \leq i \leq m$, if $i \in A_t^r$ then $m + 1 \leq i \leq K$.

**Proof.** For $t = 2$, if $i \in A_2^a$, then $\hat{\mu}_i(1) > \max_{j \in L_1} \hat{\mu}_j(1) + 2g(1, \delta)$. Since $|L_1| = K - m$, we can find at least $K - m$ options such that for each $j$ of them $\hat{\mu}_i(1) > \hat{\mu}_j(1) + 2g(1, \delta)$. From $U$ we know that $\mu_i > \mu_j$, which means there
are at least $K - m$ options worse than $i$, hence $1 \leq i \leq m$ holds. On the other hand, if $i \in A_T$, for similar reason, we can find at least $m$ options better than $i$ and thus $m + 1 \leq i \leq K$. Next we will show that if it holds for $t$ then it also holds for $t + 1$.

If it holds for $t$, then we have $\# \{i : 1 \leq i \leq m, i \in A_t\} = m - |A_t^o|$ and $\# \{i : m + 1 \leq i \leq K, i \in A_t\} = K - m - |A_t^r|$. For $i \in A_t$ and $i \in A_{t+1}$, we can find at least $|L_t| = K - m - |A_t^r|$ options in $A_t$ worse than $i$ so $1 \leq i \leq m$ must hold. Similarly, for $i \in A_t$ and $i \in A_{t+1}$, we can find at least $|H_t| = m - |A_t^o|$ options in $A_t$ better than $i$ so $m + 1 \leq i \leq K$ must hold. Then by induction, Proposition 11 holds.

We now continue the proof of Theorem 10. Proposition 11 shows that if $i \in A_T$ then $1 \leq i \leq m$. For the other case, if $i \in H_T$, then $\hat{\mu}_i(T) \geq \max_{j \in L_T} \hat{\mu}_j(T) + 2g(T, \delta) - \varepsilon$. Next we will show that $\mu_i \geq \mu_m - \varepsilon$ by discussing the following two cases:

If $1 \leq i \leq m$ then $\mu_i \geq \mu_m - \varepsilon$ must hold. If $m + 1 \leq i \leq K$, since $i \in H_T$ and all options in $A_T^r$ must be $K - m$ worst, then there exists $1 \leq j \leq m$ such that $j \in L_T$ and thus $\hat{\mu}_i(T) \geq \hat{\mu}_j(T) + 2g(T, \delta) - \varepsilon$. Therefore $\mu_i \geq \mu_j - \varepsilon \geq \mu_m - \varepsilon$.

Now we have shown that if $T < \infty$, every option in $\hat{S}^* = A_T^o \cup H_T$ must be $(\varepsilon, m)$-optimal. Next we will prove that if $U$ holds then the probe complexity is upper bounded by the following propositions.

**Proposition 12.** For $1 \leq t < T$, $g(t, \delta) > \varepsilon/2$.

*Proof.* If $g(t, \delta) \leq \varepsilon/2$, then $\min_{i \in H_t} \hat{\mu}_i(t) \geq \max_{i \in L_t} \hat{\mu}_i(t) \geq \max_{i \in L_t} \hat{\mu}_i(t) + 2g(t, \delta) - \varepsilon$. The stopping condition is satisfied, thus $T = t$. □

**Proposition 13.** For $1 \leq t < T$, if $i \in A_{t+1}$, then $g(t, \delta) \geq (\mu_i - \mu_{m+1})/4$ if $1 \leq i \leq m$, and $g(t, \delta) \geq (\mu_m - \mu_i)/4$ if $m + 1 \leq i \leq K$.

*Proof.* For $i \in A_t$, $1 \leq i \leq m$, if $g(t, \delta) < (\mu_i - \mu_{m+1})/4$, since $\# \{i : m + 1 \leq i \leq K, i \in A_t\} = K - m - |A_t^r|$, there exist at least $K - m - |A_t^r|$ options in $A_t$ such that for each $j$ of them $\mu_i - \mu_j > 4g(t, \delta)$. Then

$\hat{\mu}_i(t) - \hat{\mu}_j(t) \geq (\mu_i - g(t, \delta)) - (\mu_j + g(t, \delta)) = \mu_i - \mu_j - 2g(t, \delta) > 2g(t, \delta)$.
Given the fact that $L_t$ contains $K - m - |A^*_t|$ options with the lowest $\hat{\mu}_j(t)$s for $j \in A_t$, we have $\hat{\mu}_i(t) > \max_{j \in L_t} \hat{\mu}_j(t) + 2g(t, \delta)$, which means $i$ must be accepted to $A^*_{t+1}$ thus $i \notin A_{t+1}$.

Similarly, we can prove that for $i \in A_t$, $m + 1 \leq i \leq K$, if $g(t, \delta) < (\mu_m - \mu_i)/4$, then $i$ must be rejected to $A^*_{t+1}$. Now Proposition $13$ has been proved.

Combining Propositions $12$ and $13$ and the definition of $\Delta^{(\varepsilon, m)}_i$ we get that for $1 \leq t < T$, if $i \in A_{t+1}$, $g(t, \delta) \geq \Delta^{(\varepsilon, m)}_i/4$. Then following the proof of Theorem $1$ gives the result of Theorem $10$.

The upper bound on the probe complexity is in a similar form to the one for SEWP in Theorem $1$, while here the number of samples required for option $i$ is determined by $\Delta^{(\varepsilon, m)}_i$ instead of $\Delta_i$. This complexity measure matches existing work for the bandit case (Kalyanakrishnan et al., 2012; Kaufmann and Kalyanakrishnan, 2013). In the bandit case, the upper bound matches the worst case lower bound in Kalyanakrishnan et al. (2012): $\Omega(K\varepsilon^{-2}\log(m/\delta))$, up to logarithmic factors. We do not have a distribution dependent lower bound like Theorem $3$ and even in the bandit case a distribution dependent lower bound for $\varepsilon > 0$ is still an open question (Kaufmann and Kalyanakrishnan, 2013).

### 2.3.2 Average PAC Subset Selection

Next we consider the problem that aims to find a subset whose aggregate regret is $\varepsilon$-optimal. Given a subset $S \subset [K]$ and $|S| = m$, the aggregate regret of $S$ is defined as $R_S = \frac{1}{m} \left( \sum_{i \in [m]} \mu_i - \sum_{i \in S} \mu_i \right) = q_{\text{avg}}([m], \mu) - q_{\text{avg}}(S, \mu)$ where $q_{\text{avg}}(S, \mu) = \frac{1}{|S|} \sum_{i \in S} \mu_i$. The aggregate regret of $S$ is said to be $\varepsilon$-optimal iff $R_S \leq \varepsilon$.

To address the problem of finding an average $\varepsilon$-optimal subset, Algorithm $4$ can still be employed by only modifying the stopping condition according to the different objective. The new stopping condition is described as follows:
Stopping condition for average PAC subset selection: First for each \( i \in A_t \), we construct an adversarial estimation \( \hat{\mu}_i(t) \) by setting \( \hat{\mu}_i(t) = \mu_i(t) - g(t, \delta) \) if \( i \in H_t \) and \( \hat{\mu}_i(t) = \mu_i(t) + g(t, \delta) \) if \( i \in L_t \). Then we sort the options in descending order according to \( \hat{\mu}_i(t) \) and let \( H'_t \) be the first \( m - |A^*_t| \) options while \( L'_t \) be the remaining. The algorithm stops and returns \( \hat{S}^* = A^*_t \cup H_t \) if

\[
\sum_{i \in H_t \setminus H'_t} (\hat{\mu}_i(t) - g(t, \delta)) \geq \sum_{i \in H'_t \setminus H_t} (\hat{\mu}_i(t) + g(t, \delta)) - m\varepsilon.
\]

This way of constructing “adversarial estimation” is similar to the one in the CLUCB algorithm of Chen et al. (2014), where the goal is to identify a subset with the highest reward sum without \( \varepsilon \) relaxation.

The next theorem shows that with the modified stopping condition, Algorithm 4 is admissible and bounds its probe complexity. Define

\[
b(m, \varepsilon) = \max \left\{ a \in \mathbb{N}^+ : \mu_{m-a+1} - \mu_{m+a} \leq \frac{m\varepsilon}{a} \right\}, \tag{2.28}
\]

or \( b(m, \varepsilon) = 1 \) if \( \mu_m - \mu_{m+1} > m\varepsilon \). Then we have the following result:

**Theorem 14.** With probability at least \( 1 - \delta \), SARWP with modified stopping condition returns a subset \( \hat{S}^* \) of size \( m \) within \( N \) probes, where \( q_{\text{avg}}(\hat{S}^*, \mu) \geq q_{\text{avg}}([m], \mu) - \varepsilon \) and \( N \) satisfies

\[
N \leq \mathcal{G}_{\text{LP}}(O, \mathcal{P}) \sum_{i=2}^{K} \hat{M}_i(m\varepsilon/b, \delta) \mathcal{C}_{\text{LP}}(S(i), 1),
\]

where \( b = b(m, \varepsilon) \).

**Proof of Theorem 14.** Let \( T \) denote the number of phases that the algorithm runs until the stopping condition is satisfied and \( U \) denote the event that all confidence bounds hold throughout the process:

\[
U = \{ |\hat{\mu}_i(t) - \mu_i| \leq g(t, \delta) \text{ for all } (i, t) \text{ s.t. } 1 \leq t \leq T \text{ and } i \in A_t \}.
\]

We have \( \Pr(U) \geq 1 - \delta \). Similar with the proof of Theorem 10, the remaining of the proof contains two parts given the fact that \( U \) holds: (i) if \( T \) is finite thus \( \hat{S}^* \) is returned, the aggregate regret of \( \hat{S}^* \) must be \( \varepsilon \)-optimal, and (ii) the probe complexity is upper bounded.

First we will show that if \( T < \infty \) then \( \frac{1}{m} \left( \sum_{i \in [m]} \mu_i - \sum_{i \in \hat{S}^*} \mu_i \right) \leq \varepsilon \). Recall that \( \hat{S}^* = A^*_t \cup H_T \). The options in \( A^*_t \) incur no regret since Proposition 47.
still holds and says that $A_T^a \subset [m]$. So we only need to show that
\[ \sum_{i \in [m] \setminus A_T^a} \mu_i - \sum_{i \in H_T} \mu_i \leq m\varepsilon. \]

Furthermore, it is equivalent to show
\[ \sum_{i \in [m] \setminus A_T^a \setminus H_T} \mu_i - \sum_{i \in H_T \setminus [m]} \mu_i \leq m\varepsilon. \]

Recall the stopping condition
\[ \sum_{i \in H_T \setminus H_T'} (\hat{\mu}_i(T) - g(T, \delta)) \geq \sum_{i \in H_T' \setminus H_T} (\hat{\mu}_i(T) + g(T, \delta)) - m\varepsilon. \]

To show that the stopping condition is sufficient, we introduce some new notations:

Consider the sequence of options in $A_t$ sorted by their $\hat{\mu}_i(T)$, let $a_t(i)$ be the option at the $i$-th position. Let
\[ b_t = \max \{ a \in \mathbb{N} : \hat{\mu}_{a_t(m_t - a + 1)} - \hat{\mu}_{a_t(m_t + a)} < 2g(t, \delta) \}, \]
where $m_t = m - |A_T^a|$.

According to the construction of $H_T'$ we know that $H_t = \{ a_t(1), ..., a_t(m_t) \}$, $H_T' = \{ a_t(1), ..., a_t(m_t - b_t), a_t(m_t + 1), ..., a_t(m_t + b_t) \}$ and $|H_t \setminus H_T'| = |H_T' \setminus H_t| = b_t$.

Next we construct a set of pairs $Pair_T = \{ (i, j) \}$ for $i \in [m] \setminus A_T^a \setminus H_T$ and $j \in H_T \setminus [m]$ as follows: sort $H_T \setminus [m]$ and $[m] \setminus A_T^a \setminus H_T$ both in descending order according to their $\hat{\mu}_i(T)$s (this is valid since $[m] \setminus A_T^a \subset A_T$ by Proposition 11), then take last of $i \in [m] \setminus A_T^a \setminus H_T$ and the first $j \in H_T \setminus [m]$ as a pair into $Pair_T$, then repeat this procedure until no option remains (Note that $| [m] \setminus A_T^a \setminus H_T | = | H_T \setminus [m] |$). Since for each pair $(i, j)$, $i \notin H_T$ and $j \in H_T$, we have $\hat{\mu}_j(T) \geq \hat{\mu}_i(T)$.

Then
\[ \sum_{i \in [m] \setminus A_T^a \setminus H_T} \mu_i - \sum_{i \in H_T \setminus [m]} \mu_i \leq \sum_{(i, j) \in Pair_T} (\hat{\mu}_i(T) - \hat{\mu}_j(T) + 2g(T, \delta)) \]
\[ \sum_{(i,j) \in \text{Pair}^+_T} (2g(T, \delta) - (\hat{\mu}_j(T) - \hat{\mu}_i(T))) \]

where \( \text{Pair}^+_T = \{(i, j) \in \text{Pair}_T : \hat{\mu}_j(T) - \hat{\mu}_i(T) < 2g(T, \delta)\} \). Then we will show \(|\text{Pair}^+_T| \leq b_T\). This is because, if \(|\text{Pair}^+_T| > b_T\), then there must be a pair \((i, j) \in \text{Pair}^+_T\) such that \(j \in H_T \cap H'_T\) and \(i \notin H_T \cup H'_T\). Thus \(\hat{\mu}_{at(m_T+b_T)}(T) - \hat{\mu}_{at(m_T+b_T+1)}(T) \leq \hat{\mu}_j(T) - \hat{\mu}_i(T) < 2g(T, \delta)\) which contradicts the definition of \(b_T\).

Next we construct another set of \(|\text{Pair}^+_T|\) pairs \((i, j)\) between \(i \in H'_T \setminus H_T\) and \(j \in H_T \setminus H'_T\) in the similar fashion: Let
\[
\text{Pair}'_T = \{(a_T(m_T + |\text{Pair}^+_T|), a_T(m_T - |\text{Pair}^+_T| + 1)), \ldots, (a_T(m_T + 1), a_T(m_T))\}.
\]

If we consider the pairs in \(\text{Pair}^+_T\) and \(\text{Pair}'_T\) in the order that they are constructed, then for each corresponding \((i, j) \in \text{Pair}^+_T\) and \((i', j') \in \text{Pair}'_T\), we have \(\hat{\mu}_j(T) - \hat{\mu}_i(T) \geq \hat{\mu}_{j'}(T) - \hat{\mu}_{i'}(T)\). Therefore,
\[
\sum_{i \in [m]\setminus A^+_T \setminus H_T} \mu_i \leq \sum_{i \in H'_T \setminus [m]} \mu_i \leq \sum_{(i,j) \in \text{Pair}^+_T} (2g(T, \delta) - (\hat{\mu}_j(T) - \hat{\mu}_i(T)))
\]
\[
\leq \sum_{(i,j) \in \text{Pair}'_T} (2g(T, \delta) - (\hat{\mu}_j(T) - \hat{\mu}_i(T)))
\]

Consider the remaining pairs \((i, j)\) between \(i \in H'_T \setminus H_T\) and \(j \in H_T \setminus H'_T\) which are not in \(\text{Pair}'_T\), \(2g(T, \delta) - (\hat{\mu}_j(T) - \hat{\mu}_i(T)) > 0\) still holds. Then we have
\[
\sum_{i \in [m]\setminus A^+_T \setminus H_T} \mu_i \leq \sum_{i \in H'_T \setminus [m]} \mu_i
\]
\[
\leq \sum_{i \in H'_T \setminus H_T} (\hat{\mu}_i(T) + g(T, \delta)) - \sum_{i \in H_T \setminus H'_T} (\hat{\mu}_i(T) - g(T, \delta))
\]
\[
\leq m\varepsilon.
\]

Now we have proved that the aggregate regret of \(\hat{S}^*\) is \(\varepsilon\)-optimal. The remaining task is to upper bound the probe complexity.

**Proposition 15.** For \(1 \leq t < T\), \(g(t, \delta) > m\varepsilon/4b\), where
\[
b = \max \left\{ a \in \mathbb{N}^+ : \mu_{m-a+1} - \mu_{m+a} \leq \frac{m\varepsilon}{a} \right\},
\]
or \(b = 1\) if \(\mu_m - \mu_{m+1} > m\varepsilon\).
Proof. The proposition is proved by showing that if \( g(t, \delta) \leq m\varepsilon/4b \), the stopping condition must be satisfied after this phase. Recall the definition of \( b_t = |H_t \setminus H'_t| = |H'_t \setminus H_t| \), we will first show that \( b_t \leq b \).

If \( b = \min\{m, K - m\} \), \( b_t \leq b \) must hold. Next we discuss the case when \( b < \min\{m, K - m\} \): Since \( \mu_{m-b} - \mu_{m+b+1} > m\varepsilon/b \geq 4g(t, \delta) \), for any \( 1 \leq i \leq m - b \) and \( m + b + 1 \leq j \leq K \), if \( i, j \in A_t \), then \( \tilde{\mu}_i(t) - \tilde{\mu}_j(t) \geq \mu_i - \mu_j - 2g(t, \delta) > 2g(t, \delta) \). So there are at least \( m - |A_t^c| - b = m_t - b \) options in \( A_t \) such that for each \( i \) of them \( 1 \leq i \leq m - b \), as well as at least \( |A_t^c| - m_t - b \) options such that for each \( j \) of them \( m + b + 1 \leq j \leq K \). Since for each pair of such \( i, j \), \( \tilde{\mu}_i(t) > \tilde{\mu}_j(t) \), if \( b_t > b \) then there must exist \( 1 \leq i \leq m - b \) and \( m + b + 1 \leq j \leq K \) such that \( i, j \in (H_t \setminus H'_t) \cup (H'_t \setminus H_t) \). This is impossible because

\[
\tilde{\mu}_{a_t(m_t-b_t+1)}(t) \geq \tilde{\mu}_i(t) > \tilde{\mu}_j(t) + 2g(t, \delta) \geq \tilde{\mu}_{a_t(m_t+b_t)}(t) + 2g(t, \delta),
\]

which contradicts the definition of \( b_t \). Hence \( b_t \leq b \) holds.

Then

\[
\sum_{i \in H'_t \setminus H_t} (\tilde{\mu}_i(t) + g(t, \delta)) - \sum_{i \in H_t \setminus H'_t} (\tilde{\mu}_i(t) - g(t, \delta)) = 2b_t g(t, \delta) + \sum_{i \in H'_t \setminus H_t} \tilde{\mu}_i(t) - \sum_{i \in H_t \setminus H'_t} \tilde{\mu}_i(t) \leq 2b_t g(t, \delta) \leq 2b_t \leq 2b \cdot \frac{m\varepsilon}{4b} \leq m\varepsilon,
\]

which shows that the stopping condition is satisfied and thus the proposition holds.

Note that Proposition 13 still holds here, together with Proposition 15 we get that for \( 1 \leq t < T \), if \( i \in A_{t+1} \), \( g(t, \delta) \geq \Delta_i^{(m\varepsilon/b, m)}/4 \). Then following the proof of Theorem 1 gives the result of Theorem 14.

\[\]
bandit case since the algorithm in Zhou et al. (2014) comes with distribution independent guarantee only. Regarding the worst case performance, since $b(m, \varepsilon) \leq \min\{m, K - m\}$, in bandit case our upper bound can be further relaxed to $O\left(\frac{K}{\varepsilon^2} \log \left(\frac{K}{\varepsilon} \log \frac{1}{\varepsilon}\right)\right)$ if $m \leq K/2$ and $O\left(\frac{K(K-m)^2}{m^2\varepsilon^2} \log \left(\frac{K}{\delta} \log \frac{K-m}{m\varepsilon}\right)\right)$ if $m > K/2$. Compared with the worst case lower bound in Zhou et al. (2014): $\Omega\left(\frac{K}{\varepsilon^2} \left(1 + \frac{\log(1/\delta)}{m}\right)\right)$ for $m \leq K/2$ and $\Omega\left(\frac{K-m}{m} \cdot \frac{K}{\varepsilon^2} \left(\frac{K-m}{m} + \frac{\log(1/\delta)}{m}\right)\right)$ for $m > K/2$, although our upper bound does not exactly match this worse case lower bound, our distribution dependent quantity $b(m, \varepsilon)$ shows how the different $\frac{K}{\varepsilon^2}$ and $\frac{K(K-m)^2}{m^2\varepsilon^2}$ terms appear for small $m$ and large $m$ compared with $K/2$.

2.4 Summary

We introduced a generalized version of the best arm identification problem, where a decision maker can query multiple arms at a time. This generalization describes several real world problems that are not adequately modeled by the standard best-arm identification problem. We generalized several existing algorithms and provided distribution dependent upper and lower bounds on the probe complexity, and showed that our algorithms achieve essentially the best possible performance in special cases. In the PAC subset selection problems our complexity measure either matches existing works for the bandit case or provides some new insights. One very interesting question that remains for future work is whether there is a real gap between our lower and upper bounds. However, much work remains to be done: We view our paper as opening a whole new practical and exciting research area of investigating richer feedback structures in “winner selection” problems. Interesting questions include how to change the algorithms when the subsets to be returned are restricted, or when probes are associated with costs.
Chapter 3

Regret Minimization with Gaussian Side Observations

In this chapter we present our work on the regret minimization problem in the Gaussian side observation setting \( \text{[Wu et al., 2015b]} \). We assume that selecting an action \( i \) the learner can observe a random variable \( X_{ij} \) for each action \( j \) whose mean is the same as the payoff of \( j \), but its variance \( \sigma_{ij}^2 \) depends on the pair \((i, j)\). For simplicity, throughout the chapter we assume that all the payoffs and the \( X_{ij} \) are Gaussian. While in the graph-structured feedback case one either has observation on an action or not, but the observation always gives the same amount of information, our model is more refined: Depending on the value of \( \sigma_{ij}^2 \), the information can be of different quality. For example, if \( \sigma_{ij}^2 = \infty \), trying action \( i \) gives no information about action \( j \). In general, for any \( \sigma_{ij}^2 < \infty \), the value of the information depends on the time horizon \( T \) of the problem: when \( \sigma_{ij}^2 \) is large relative to \( T \) (and the payoff differences of the actions) essentially no information is received, while a small variance results in useful observations.

After defining the problem formally in Section 3.1 we provide non-asymptotic problem-dependent lower bounds in Section 3.2 which depend on the distribution of the observations through their mean payoffs and variances. To our knowledge, these are the first such bounds presented for any stochastic partial monitoring problem beyond the full-information setting: previous work either presented asymptotic problem-dependent lower bounds (e.g., Graves and Lai, 1997; Buccapatnam et al., 2014), or finite-time minimax bounds (e.g., Bartók...
Our bounds can recover all previous bounds up to some universal constant factors not depending on the problem. In Section 3.3 we present two algorithms with finite-time performance guarantees for the case of graph-structured feedback without the self-observability assumption. While due to their complicated forms it is hard to compare our finite-time upper and lower bounds, we show that our first algorithm achieves the asymptotic problem-dependent lower bound up to problem-independent multiplicative factors. Regarding the minimax regret, the hardness (\(\Theta(T^{1/2})\) or \(\Theta(T^{2/3})\) regret) of partial monitoring problems is characterized by their global/local observability property (Bartók et al., 2014) or, in case of the graph-structured feedback model, by their strong/weak observability property (Alon et al., 2015). In the same section we present another algorithm that achieves the minimax regret (up to logarithmic factors) under both strong and weak observability, and achieves an \(O(\log^{3/2} T)\) problem-dependent regret.

Earlier results for the stochastic graph-structured feedback problems (Caron et al., 2012; Buccapatnam et al., 2014) provided only asymptotic problem-dependent lower bounds and performance bounds that did not match the asymptotic lower bounds or the minimax rate up to constant factors. A related combinatorial partial monitoring problem with linear feedback was considered in Lin et al. (2014), where the presented algorithm was shown to satisfy both an \(\tilde{O}(T^{2/3})\) minimax bound and a logarithmic problem dependent bound. However, the dependence on the problem structure in that paper is not optimal, and, in particular, the paper does not achieve the \(O(\sqrt{T})\) minimax bound for easy problems.

### 3.1 Problem Formulation

Formally, we consider an online learning problem with Gaussian payoffs and side observations: Suppose a learner has to choose from \(K\) actions in every round. When choosing an action, the learner receives a random payoff and also some side observations corresponding to other actions. More precisely, each

\[1\text{tilde denotes order up to logarithmic factors.}\]
action $i \in [K] = \{1, \ldots, K\}$ is associated with some parameter $\theta_i$, and the payoff $Y_{t,i}$ to action $i$ in round $t$ is normally distributed random variable with mean $\theta_i$ and variance $\sigma_{ii}^2$, while the learner observes a $K$-dimensional Gaussian random vector $X_{t,i}$ whose $j$th coordinate is a normal random variable with mean $\theta_j$ and variance $\sigma_{ij}^2$ (we assume $0 \leq \sigma_{ij} \leq \infty$) and the coordinates of $X_{t,i}$ are independent of each other. We assume the following: (i) the random variables $(X_t, Y_t)_t$ are independent for all $t$; (ii) the parameter vector $\theta$ is unknown to the learner but the variance matrix $\Sigma = (\sigma_{ij})_{i,j\in[K]}$ is known in advance; (iii) $\theta \in [0, D]^K$ for some $D > 0$; (iv) $\min_{i\in[K]} \sigma_{ij} \leq \sigma < \infty$ for all $j \in [K]$, that is, the expected payoff of each action can be observed.

The goal of the learner is to maximize its payoff or, in other words, minimize the expected regret

$$R_T = T \max_{i\in[K]} \theta_i - \sum_{t=1}^T \mathbb{E} [Y_{t,i}]$$

where $i_t$ is the action selected by the learner in round $t$. Note that the problem encompasses several common feedback models considered in online learning (modulo the Gaussian assumption), and makes it possible to examine more delicate observation structures:

**Full information:** $\sigma_{ij} = \sigma_j < \infty$ for all $i, j \in [K]$.

**Bandit:** $\sigma_{ii} < \infty$ and $\sigma_{ij} = \infty$ for all $i \neq j \in [K]$.

**Partial monitoring with feedback graphs** (Alon et al., 2015): Each action $i \in [K]$ is associated with an observation set $S_i \subset [K]$ such that $\sigma_{ij} = \sigma_j < \infty$ if $j \in S_i$ and $\sigma_{ij} = \infty$ otherwise.

We will call the uniform variance version of these problems when all the finite $\sigma_{ij}$ are equal to some $\sigma \geq 0$. Some interesting features of the problem can be seen when considering the generalized full information case, when all entries of $\Sigma$ are finite. In this case, the greedy algorithm, which estimates the payoff of each action by the average of the corresponding observed samples and selects the one with the highest average, achieves at most a constant regret.
for any time horizon $T$. On the other hand, the constant can be quite large: in particular, when the variance of some observations are large relative to the gaps $d_j = \max_i \theta_i - \theta_j$, the situation is rather similar to a partial monitoring setup for a smaller, finite time horizon. In this chapter we are going to analyze this problem and present algorithms and lower bounds that are able to “interpolate” between these cases and capture the characteristics of the different regimes.

3.1.1 Notation

Define $C_T^{\mathbb{N}} = \{ c \in \mathbb{N}^K : c_i \geq 0, \sum_{i \in [K]} c_i = T \}$ and let $N(T) \in C_T^{\mathbb{N}}$ denote the number of plays over all actions taken by some algorithm in $T$ rounds. Also let $C_T^{\mathbb{R}} = \{ c \in \mathbb{R}^K : c_i \geq 0, \sum_{i \in [K]} c_i = T \}$. We will consider environments with different expected payoff vectors $\theta \in \Theta$, but the variance matrix $\Sigma$ will be fixed. Therefore, an environment can be specified by $\theta$; oftentimes, we will explicitly denote the dependence of different quantities on $\theta$: The probability and expectation functionals under environment $\theta$ will be denoted by $\Pr (\cdot; \theta)$ and $\mathbb{E} [\cdot; \theta]$, respectively. Furthermore, let $i_j(\theta)$ be the $j$th best action (ties are broken arbitrarily, i.e., $\theta_{i_1} \geq \theta_{i_2} \geq \cdots \geq \theta_{i_K}$) and define $d_i(\theta) = \theta_{i_1(\theta)} - \theta_i$ for any $i \in [K]$. Then the expected regret under environment $\theta$ is $R_T(\theta) = \sum_{i \in [K]} \mathbb{E} [N_i(T); \theta] d_i(\theta)$. For any action $i \in [K]$, let $S_i = \{ j \in [K] : \sigma_{ij} < \infty \}$ denote the set of actions whose parameter $\theta_j$ is observable by choosing action $i$. Throughout the chapter, $\log$ denotes the natural logarithm and $\Delta^n$ denotes the $n$-dimensional simplex for any positive integer $n$.

3.2 Lower Bounds

The aim of this section is to derive generic, problem-dependent lower bounds to the regret, which are also able to provide minimax lower bounds. The hardness in deriving such bounds is that for any fixed $\theta$ and $\Sigma$, the dumb algorithm that always selects $i_1(\theta)$ achieves zero regret (obviously, the regret of this algorithm

\footnote{To see this, notice that the error of identifying the optimal action decays exponentially with the number of rounds.}
is linear for any $\theta'$ with $i_1(\theta) \neq i_1(\theta')$, so in general it is not possible to give a lower bound for a single instance. When deriving asymptotic lower bounds, this is circumvented by only considering \textit{consistent} algorithms whose regret is sub-polynomial for any problem \cite{GravesLai1997}. However, this asymptotic notion of consistency is not applicable to finite-horizon problems. Therefore, following ideas of \cite{Li2015}, for any problem we create a family of \textit{related} problems (by perturbing the mean payoffs) such that if the regret of an algorithm is “too small” in one of the problems than it will be “large” in another one, while it still depends on the original problem parameters (note that deriving minimax bounds usually only involves perturbing certain special “worst-case” problems).

As a warm-up, and to show the reader what form of a lower bound can be expected, first we present an asymptotic lower bound for the uniform-variance version of the problem of \textit{partial monitoring with feedback graphs}. The result presented below is an easy consequence of \cite{GravesLai1997}, hence its proof is omitted. An algorithm is said to be \textit{consistent} if $\sup_{c} R_T(c) = o(T^\gamma)$ for every $\gamma > 0$. Now assume for simplicity that there is a unique optimal action in environment $\theta$, that is, $\theta_{i_1(\theta)} > \theta_i$ for all $i \neq i_1$ and let

$$C_\theta = \left\{ c \in [0, \infty)^K : \sum_{i,j \in S_i} c_i \geq \frac{2\sigma^2}{d_j^2(\theta)} \text{ for all } j \neq i_1(\theta), \sum_{i : i_1(\theta) \in S_i} c_i \geq \frac{2\sigma^2}{d_{i_2(\theta)}^2(\theta)} \right\}.$$ 

Then, for any consistent algorithm and for any $\theta$ with $\theta_{i_1(\theta)} > \theta_{i_2(\theta)}$,

$$\liminf_{T \to \infty} \frac{R_T(\theta)}{\log T} \geq \inf_{c \in C_\theta} \langle c, d(\theta) \rangle. \quad (3.1)$$

Note that the right hand side of (3.1) is 0 for any \textit{generalized full information} problem (recall that the expected regret is bounded by a constant for such problems), but it is a finite positive number for other problems. Similar bounds have been provided in \cite{Caron2012, Buccapatnam2014} for graph-structured feedback with self-observability (under non-Gaussian assumptions on the payoffs). In the following we derive finite time lower bounds that are also able to replicate this result.
3.2.1 A General Finite Time Lower Bound

First we derive a general lower bound. For any \(\theta, \theta' \in \Theta\) and \(q \in \Delta^{C^n_T}\), define \(f(\theta, q, \theta')\) as

\[
f(\theta, q, \theta') = \inf_{q' \in \Delta^{C^n_T}} \sum_{a \in C^n_T} q'(a) \langle d(\theta'), a \rangle
\]

such that \(\sum_{a \in C^n_T} q(a) \log \frac{q(a)}{q'(a)} \leq \sum_{i \in [K]} \left( I_i(\theta, \theta') \sum_{a \in C^n_T} q(a) a_i \right)\),

where \(I_i(\theta, \theta')\) is the KL-divergence between \(X_{t,i}(\theta)\) and \(X_{t,i}(\theta')\), given by

\[
I_i(\theta, \theta') = KL(X_{t,i}(\theta); X_{t,i}(\theta')) = \sum_{j=1}^{K} (\theta_j - \theta'_j)^2 / 2\sigma^2_j.
\]

Clearly, \(f(\theta, q, \theta')\) is a lower bound on \(R_T(\theta')\) for any algorithm for which the distribution of \(N(T)\) is \(q\). The intuition behind the allowed values of \(q'\) is that we want \(q'\) to be as similar to \(q\) as the environments \(\theta\) and \(\theta'\) look like for the algorithm (through the feedback \((X_{t,i})_t\)). Now define

\[
g(\theta, c) = \inf_{q \in \Delta^{C^n_T}} \sup_{\theta' \in \Theta} f(\theta, q, \theta'), \quad \text{such that } \sum_{a \in C^n_T} q(a) a = c \in C^n_T.
\]

\(g(\theta, c)\) is a lower bound of the worst-case regret of any algorithm with \(\mathbb{E}[N(T); \theta] = c\). Finally, for any \(x > 0\), define

\[
b(\theta, x) = \inf_{c \in C^n_{\theta,x}} \langle c, d(\theta) \rangle \quad \text{where } C_{\theta,x} = \{ c \in C^n_T; g(\theta, c) \leq x \}.
\]

Here \(C_{\theta,x}\) contains all the possible values of \(\mathbb{E}[N(T); \theta]\) that can be achieved by some algorithm whose lower bound \(g\) on the worst-case regret is smaller than \(x\). These definitions give rise to the following theorem:

**Theorem 16.** Given any \(B > 0\), for any algorithm such that \(\sup_{\theta' \in \Theta} R_T(\theta') \leq B\), we have, for any environment \(\theta \in \Theta\), \(R_T(\theta) \geq b(\theta, B)\).

**Proof of Theorem 16.** Let \(\phi_{\theta,\sigma}\) denote the density function of a \(K\)-dimensional Gaussian random variable with mean vector \(\theta\) and independent components where the variance of the \(i\)th coordinate is \(\sigma^2_i\), and define

\[
L_T = \sum_{t=1}^{T} \log \frac{\phi_{\theta,\sigma}(X_{t,i_t})}{\phi_{\theta',\sigma}(X_{t,i_t})}
\]
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where $i_t$ is the choice of the algorithm in round $t$. Let $q, q' \in \Delta^{\mathcal{C}_T^N}$ denote the joint distribution over the number of plays for each action under environment $\theta$ and $\theta' \in \Theta$, respectively, that is, $q(a) = \Pr(N(T) = a; \theta)$ and $q'(a) = \Pr(N(T) = a; \theta')$ for each $a \in \mathcal{C}_T^N$.

For any $a \in \mathcal{C}_T^N$, applying a standard change of measure equality (see, e.g., Kaufmann et al., 2015a, Lemma 15), we obtain

$$q'(a) = \Pr(N(T) = a; \theta') = \mathbb{E}[\mathbb{I}\{N(T) = a\} \exp(-L_T); \theta]$$

$$= \mathbb{E}[\mathbb{I}\{N(T) = a\} \mathbb{E}[\exp(-L_T)|N(T) = a; \theta]; \theta]$$

$$\geq \mathbb{E}[\mathbb{I}\{N(T) = a\} \exp(\mathbb{E}[{-L_T}|N(T) = a; \theta]); \theta]$$

$$= \Pr(N(T) = a; \theta) \exp(\mathbb{E}[{-L_T}|N(T) = a; \theta])$$

$$= q(a) \exp(\mathbb{E}[{-L_T}|N(T) = a; \theta]).$$

Thus $\mathbb{E}[L_T|N(T) = a; \theta] \geq \log \frac{q(a)}{q'(a)}$ and so

$$\sum_{i \in [K]} \mathbb{E}[N_i(T); \theta] I_i(\theta, \theta') = \mathbb{E}[L_T; \theta]$$

$$= \sum_{a \in \mathcal{C}_T^N} \Pr(N(T) = a; \theta) \mathbb{E}[L_T|N(T) = a; \theta]$$

$$\geq \sum_{a \in \mathcal{C}_T^N} q(a) \log \frac{q(a)}{q'(a)},$$

where $\mathbb{E}[N_i(T); \theta] = \sum_{a \in \mathcal{C}_T^N} q(a) a_i$. Therefore, according to the definition of $f(\theta, q, \theta')$, we have $f(\theta, q, \theta') \leq \sum_{a \in \mathcal{C}_T^N} q'(a) \langle a, d(\theta') \rangle = R_T(\theta')$ for any $\theta' \in \Theta$. Then $\sup_{\theta' \in \Theta} f(\theta, q, \theta') \leq \sup_{\theta' \in \Theta} R_T(\theta') \leq B$ must hold. Since $\mathbb{E}[N(T); \theta] = \sum_{a \in \mathcal{C}_T^N} q(a) a$ we have $g(\theta, \mathbb{E}[N(T); \theta]) \leq \sup_{\theta' \in \Theta} f(\theta, q, \theta') \leq B$. Thus $\mathbb{E}[N(T); \theta] \in C_{\theta, B}$ and so $R_T(\theta) \geq b(\theta, B)$, which concludes the proof of Theorem 16.

Remark 17. If $B$ is picked as the minimax value of the problem given the observation structure $\Sigma$, the theorem states that for any minimax optimal algorithm the expected regret for a certain $\theta$ is lower bounded by $b(\theta, B)$.
3.2.2 A Relaxed Lower Bound

Now we introduce a relaxed but more interpretable version of the finite-time lower bound of Theorem 16, which can be shown to match the asymptotic lower bound (3.1). The idea of deriving the lower bound is the following: instead of ensuring that the algorithm performs well in the most adversarial environment \( \theta' \), we consider a set of “bad” environments and make sure that the algorithm performs well on them, where each “bad” environment \( \theta' \) is the most adversarial one by only perturbing one coordinate \( \theta_i \) of \( \theta \).

However, in order to get meaningful finite-time lower bounds, we need to perturb \( \theta \) more carefully than in the case of asymptotic lower bounds. The reason for this is that for any sub-optimal action \( i \), if \( \theta_i \) is very close to \( \theta_{i_1}(\theta) \), then \( E[N_i(T); \theta] \) is not necessarily small for a good algorithm for \( \theta \). If it is small, one can increase \( \theta_i \) to obtain an environment \( \theta' \) where \( i \) is the best action and the algorithm performs bad; otherwise, when \( E[N_i(T); \theta] \) is large, we need to decrease \( \theta_i \) to make the algorithm perform badly in \( \theta' \). Moreover, when perturbing \( \theta_i \) to be better than \( \theta_{i_1}(\theta) \), we cannot make \( \theta'_i - \theta_{i_1}(\theta) \) arbitrarily small as in asymptotic lower-bound arguments, because when \( \theta'_i - \theta_{i_1}(\theta) \) is small, large \( E[N_{i_1}(\theta); \theta'] \), and not necessarily large \( E[N_i(T); \theta'] \), may also lead to low finite-time regret in \( \theta' \). In the following we make this argument precise to obtain an interpretable lower bound.

Formulation

We start with defining a subset of \( C^R_T \) that contains the set of “reasonable” values for \( E[N(T); \theta] \). For any \( \theta \in \Theta \) and \( B > 0 \), let

\[
C'_{\theta,B} = \left\{ c \in C^R_T : \sum_{j=1}^{K} \frac{c_j}{\sigma_{ji}^2} \geq m_i(\theta, B) \text{ for all } i \in [K] \right\}
\]

where \( m_i \), the minimum sample size required to distinguish between \( \theta_i \) and its worst-case perturbation, is defined as follows: For \( i \neq i_1 \), if \( \theta_i = D \)\(^3\) then \( m_i(\theta, B) = 0 \). Otherwise let

\[
m_{i,+}(\theta, B) = \max_{\varepsilon \in (d_i(\theta), D-\theta_i]} \frac{1}{\varepsilon^2} \log \frac{T(\varepsilon-d_i(\theta))}{8B},
\]

\(^3\)Recall that \( \theta_i \in [0, D] \).
\[ m_{i,-}(\theta, B) = \max_{\varepsilon \in (0, \theta_i]} \frac{1}{\varepsilon} \log \frac{T(\varepsilon + d_i(\theta))}{8B}, \]

and let \( \varepsilon_{i,+} \) and \( \varepsilon_{i,-} \) denote the value of \( \varepsilon \) achieving the maximum in \( m_{i,+} \) and \( m_{i,-} \), respectively. Then, define

\[
m_i(\theta, B) = \begin{cases} 
m_{i,+}(\theta, B) & \text{if } d_i(\theta) \geq 4B/T; \\
\min \{m_{i,+}(\theta, B), m_{i,-}(\theta, B)\} & \text{if } d_i(\theta) < 4B/T .
\end{cases}
\]

For \( i = i_1 \), then \( m_{i_1}(\theta, B) = 0 \) if \( \theta_{i_2(\theta)} = 0 \), else the definitions for \( i \neq i_1 \) change by replacing \( d_i(\theta) \) with \( d_{i_2(\theta)}(\theta) \) (and switching the + and - indices):

\[
m_{i_1}(\theta,-)(\theta, B) = \max_{\varepsilon \in (d_{i_2(\theta)}(\theta), \theta_{i_1(\theta)})} \frac{1}{\varepsilon} \log \frac{T(\varepsilon - d_{i_2(\theta)}(\theta))}{8B},
\]

\[
m_{i_1}(\theta,+)(\theta, B) = \max_{\varepsilon \in (0, D - \theta_{i_1(\theta)})} \frac{1}{\varepsilon} \log \frac{T(\varepsilon + d_{i_2(\theta)}(\theta))}{8B},
\]

where \( \varepsilon_{i_1(\theta),-} \) and \( \varepsilon_{i_1(\theta),+} \) are the maximizers for \( \varepsilon \) in the above expressions. Then, define

\[
m_{i_1}(\theta)(\theta, B) = \begin{cases} 
m_{i_1}(\theta,-)(\theta, B) & \text{if } d_{i_2(\theta)}(\theta) \geq 4B/T; \\
\min \{m_{i_1}(\theta,+)(\theta, B), m_{i_1}(\theta,-)(\theta, B)\} & \text{if } d_{i_2(\theta)}(\theta) < 4B/T .
\end{cases}
\]

Note that \( \varepsilon_{i,+} \) and \( \varepsilon_{i,-} \) can be expressed in closed form using the Lambert \( W : \mathbb{R} \to \mathbb{R} \) function satisfying \( W(x)e^{W(x)} = x \): for any \( i \neq i_1(\theta) \),

\[
\varepsilon_{i,+} = \min \left\{ D - \theta_i, 8\sqrt{e}Be^{W\left(\frac{d_i(\theta)T}{16\sqrt{e}B}\right)}/T + d_i(\theta) \right\},
\]

\[
\varepsilon_{i,-} = \min \left\{ \theta_i, 8\sqrt{e}Be^{W\left(\frac{-d_i(\theta)T}{16\sqrt{e}B}\right)}/T - d_i(\theta) \right\},
\]

and similar results hold for \( i = i_1 \), as well.

Now we can give the main result of this section, a simplified version of Theorem 16.

**Corollary 18.** Given \( B > 0 \), for any algorithm such that \( \sup_{\lambda \in \Theta} R_T(\lambda) \leq B \), we have, for any environment \( \theta \in \Theta, R_T(\theta) \geq b'(\theta, B) = \min_{c \in C_{\theta,B}} c(d(\theta)). \)

**Proof of Corollary 18.** We start the proof with two technical lemmas on the Lambert \( W \) function.
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Lemma 19. Let $a, b > 0$ with $ab < 1$ and $f(x) = \frac{1}{x^2} \log ((x + a)b)$ for $x > 0$. Then $f(x) \leq f(x_*)$ for all $x > 0$ where

$$x_* = \frac{\sqrt{e}}{b} e W\left(-\frac{ab}{2\sqrt{e}}\right) - a.$$ 

Proof.

$$f'(x) = \frac{x^{-3}}{x + a} (x - 2(x + a) \log ((x + a)b)).$$

Let $g(y) = y - a - 2y \log by$ defined on $y > a$.

$$g'(y) = -2 \log y b - 1.$$

If $ab \leq \frac{1}{\sqrt{e}}$ then $g(y)$ is increasing when $a < y < \frac{1}{b\sqrt{e}}$ and decreasing when $y > \frac{1}{b\sqrt{e}}$. If $\frac{1}{\sqrt{e}} < ab < 1$ then $g(y)$ is decreasing on $y > a$.

Since $\lim_{y \to a} g(y) = -2a \log ab > 0$ and $\lim_{y \to +\infty} g(y) = -\infty$ we know that there exists a unique $y_* > a$ such that $g(y_*) = 0$, $g(y) > 0$ for $a < y < y_*$ and $g(y) < 0$ for $y > y_*$. It can be verified that $y_* = x_* + a = \frac{\sqrt{e}}{b} e W\left(-\frac{ab}{2\sqrt{e}}\right)$ satisfies $g(y_*) = 0$ and $y_* > a$ (which comes from $W\left(-\frac{ab}{2\sqrt{e}}\right) > W\left(-\frac{1}{2\sqrt{e}}\right) = -\frac{1}{2}$ and thus $y_* > \frac{1}{b} > a$). Therefore $f'(x) > 0$ when $0 < x < x_*$ and $f'(x) < 0$ when $x > x_*$. Since $f(x)$ is continuous when $x > 0$ we have proved that $f(x) \leq f(x_*)$ for all $x > 0$.

Lemma 20. Let $a, b > 0$ and $f(x) = \frac{1}{x^2} \log ((x - a)b)$ for $x > a$. Then $f(x) \leq f(x_*)$ for all $x > a$ where

$$x_* = \frac{\sqrt{e}}{b} e W\left(\frac{ab}{2\sqrt{e}}\right) + a.$$ 

Proof.

$$f'(x) = \frac{x^{-3}}{x - a} (x - 2(x - a) \log ((x - a)b)).$$

Let $g(y) = y + a - 2y \log by$ defined on $y > 0$.

$$g'(y) = -2 \log y b - 1.$$

So $g(y)$ is increasing when $0 < y < \frac{1}{b\sqrt{e}}$ and decreasing when $y > \frac{1}{b\sqrt{e}}$.  

Since \( \lim_{y \to 0} g(y) = a > 0 \) and \( \lim_{y \to +\infty} g(y) = -\infty \) we know that there exists a unique \( y_* > 0 \) such that \( g(y_*) = 0 \), \( g(y) > 0 \) for \( 0 < y < y_* \), and \( g(y) < 0 \) for \( y > y_* \). It can be verified that \( y_* = x_* - a = \frac{\sqrt{2}}{b} e^{W\left(\frac{ab}{\sqrt{2}}\right)} \) satisfies \( g(y_*) = 0 \). Therefore \( f'(x) > 0 \) when \( a < x < x_* \) and \( f'(x) < 0 \) when \( x > x_* \). Since \( f(x) \) is continuous when \( x > a \) we have proved that \( f(x) \leq f(x_*) \) for all \( x > a \).

□

To prove Corollary 18, it suffices to show \( b'(\theta, B) \leq b(\theta, B) \).

Define \( C_{\theta,B}' = \left\{ c \in C_{T}^\mathbb{R} : \sum_{j=1}^{K} \frac{c_j}{\eta_j} \geq m_i(\theta, B) \text{ for all } i \in [K] \right\} \). We will prove \( C_{\theta,B} \subset C_{\theta,B}' \) by showing that if \( c \in C_{T}^\mathbb{R} \) satisfies \( g(\theta, c) \leq B \) then \( c \in C_{\theta,B}' \).

For \( c \in C_{T}^\mathbb{R} \), if \( g(\theta, c) \leq B \), then there exists \( q \in \Delta_{|C_{T}^\mathbb{R}|} \) such that

\[
\sup_{\theta' \in \Theta} f(\theta, q, \theta') \leq B \quad \text{and} \quad \sum_{a \in C_{T}^\mathbb{R}} q(a) a = c.
\]

We will next derive \( K \) constraints on \( c \) to show that \( c \in C_{\theta,B}' \) by picking different \( \theta' \)'s. Before proceeding with the proof, we introduce the following technical lemma:

**Lemma 21.** For any \( A \subset C_{T}^\mathbb{N} \) and \( q, q' \in \Delta_{|C_{T}^\mathbb{N}|} \), if \( q(A) \geq 1/2 \) then

\[
\sum_{a \in C_{T}^\mathbb{N}} q(a) \log \frac{q(a)}{q'(a)} \geq \frac{1}{2} \log \frac{1}{4 q'(A)}.
\]

where \( q'(A) = \sum_{a \in A} q'(a) \).

**Proof.** Let \( A^c = C_{T}^\mathbb{N} - A \). By the log-sum inequality we have

\[
\sum_{a \in C_{T}^\mathbb{N}} q(a) \log \frac{q(a)}{q'(a)} \geq \text{KL}(q(A), q'(A)),
\]

where for \( x, y \in [0, 1] \), \( \text{KL}(x, y) = x \log(x/y) + (1 - x) \log((1 - x)/(1 - y)) \) denotes the binary KL-divergence. Now for such \( x, y \), since \( x \log x + (1 - x) \log(1 - x) \) is minimized for \( x = 1/2 \), we have

\[
\text{KL}(x, y) \geq \log \frac{1}{2} + x \log \frac{1}{y} + (1 - x) \log\left(\frac{1}{1 - y}\right) \geq \log \frac{1}{2} + \frac{1}{2} \log \frac{1}{y} = \frac{1}{2} \log \frac{1}{4 y}.
\]

Combining with (3.3) proves the lemma. □
Now we continue the proof of Corollary 18. First consider $i \neq i_1(\theta)$.

If $\sum_{a: a_i \leq T/2} q(a) \geq 1/2$, construct $\theta^{(i,+)}$ by replacing $\theta_i$ with $\theta_i + \varepsilon_{i,+}$. Then $f(\theta, q, \theta^{(i,+)}) \leq B$ holds, so there exists $q' \in \Delta^{C^N_T}$ such that

$$\sum_{a \in C^N_T} q'(a) \langle a, d(\theta^{(i,+)}) \rangle \leq B$$

and

$$\sum_{a \in C^N_T} q(a) \log \frac{q(a)}{q'(a)} \leq \sum_{j \in [K]} c_j I_j(\theta, \theta^{(i,+)}).$$

Applying Lemma 21 with $A = \{a : a_i \leq T/2\}$ gives

$$\sum_{j \in [K]} c_j I_j(\theta, \theta^{(i,+)}) \geq \frac{1}{2} \log \frac{1}{4q'(A)},$$

where

$$q'(A) = \sum_{a \in C^N_T} \mathbb{I}\left\{ \sum_{j \neq i} a_j \geq T/2 \right\} q'(a) \leq \frac{2}{T} \sum_{a \in C^N_T} q'(a) \sum_{j \neq i} a_j$$

$$= \frac{2}{T(\varepsilon_{i,+} - d_i(\theta))} \sum_{a \in C^N_T} q'(a) \sum_{j \neq i} a_j (\varepsilon_{i,+} - d_i(\theta))$$

$$\leq \frac{2}{T(\varepsilon_{i,+} - d_i(\theta))} \sum_{a \in C^N_T} q'(a) \langle a, d(\theta^{(i,+)}) \rangle$$

$$\leq \frac{2B}{T(\varepsilon_{i,+} - d_i(\theta))}.$$ 

Since $I_j(\theta, \theta^{(i,+)}) = \varepsilon_{i,+}^2 / 2\sigma_{ji}^2$, we get

$$\sum_{j \in [K]} \frac{c_j}{\sigma_{ji}^2} \geq \frac{1}{\varepsilon_{i,+}^2} \log \frac{T(\varepsilon_{i,+} - d_i(\theta))}{8B}. \tag{3.4}$$

If $\sum_{a: a_i \leq T/2} q(a) < 1/2$ and $d_i(\theta) \geq 4B/T$, then

$$f(\theta, q, \theta) = \sum_{a \in C^N_T} q(a) \langle a, d(\theta) \rangle \geq \sum_{a \in C^N_T} q(a) a_i d_i(\theta)$$

$$\geq d_i(\theta) \sum_{a \in C^N_T} \mathbb{I}\{ a_i \geq T/2 \} q(a) a_i$$

$$\geq \frac{4B T}{T^2} \sum_{a \in C^N_T} \mathbb{I}\{ a_i \geq T/2 \} q(a) > B,$$
which contradicts the fact that \( \sup_{\theta' \in \Theta} f(\theta, q, \theta') \leq B \).

If \( \sum_{a : a_i \leq T/2} q(a) < 1/2 \) and \( d_i(\theta) < 4B/T \), construct \( \theta^{(i,-)} \) by replacing \( \theta_i \) with \( \theta_i - \varepsilon_{i,-} \). Then there exists \( q' \in \Delta^{[C_T]} \) such that \( \sum_{a \in C_T^q} q'(a) \langle a, d(\theta^{(i,-)}) \rangle \leq B \) and \( \sum_{a \in C_T^q} q(a) \log \frac{q(a)}{q'(a)} \leq \sum_{j \in [K]} c_j J_j(\theta, \theta^{(i,-)}) \). Applying Lemma 21 with \( A = \{a : a_i > T/2\} \) gives

\[
\sum_{j \in [K]} c_j J_j(\theta, \theta^{(i,-)}) \geq \frac{1}{2} \log \frac{1}{4q'(A)},
\]

where

\[
q'(A) = \sum_{a \in C_T^q} \mathbb{I}\{a_i > T/2\} q'(a) \leq \frac{2}{T} \sum_{a \in C_T^q} a_i q'(a)
\]

\[
\leq \frac{2}{T(\varepsilon_{i,-} + d_i(\theta))} \sum_{a \in C_T^q} q'(a) a_i (\varepsilon_{i,-} + d_i(\theta))
\]

\[
\leq \frac{2}{T(\varepsilon_{i,-} + d_i(\theta))} \frac{2B}{T(\varepsilon_{i,-} + d_i(\theta))}.
\]

Using \( I_j(\theta, \theta^{(i,-)}) = \varepsilon_{i,-}^2/2\sigma_{ji}^2 \) gives

\[
\sum_{j \in [K]} \frac{c_j}{\sigma_{ji}^2} \geq \frac{1}{\varepsilon_{i,-}^2} \log \frac{T(\varepsilon_{i,-} + d_i(\theta))}{8B}.
\] (3.5)

Now consider \( i = i_1(\theta) \).

If \( \sum_{a : a_i \geq T/2} q(a) \geq 1/2 \), construct \( \theta^{(i_1,-)} \) by replacing \( \theta_i \) with \( \theta_i - \varepsilon_{i,-} \). Then there exists \( q' \in \Delta^{[C_T]} \) such that \( \sum_{a \in C_T^q} q'(a) \langle a, d(\theta^{(i_1,-)}) \rangle \leq B \) and \( \sum_{a \in C_T^q} q(a) \log \frac{q(a)}{q'(a)} \leq \sum_{j \in [K]} c_j I_j(\theta, \theta^{(i_1,-)}) \). Applying Lemma 21 with \( A = \{a : a_i \geq T/2\} \) and

\[
q'(A) = \sum_{a \in C_T^q} \mathbb{I}\{a_i \geq T/2\} q'(a) \leq \frac{2}{T(\varepsilon_{i,-} - d_{i_2}(\theta)(\theta))} \sum_{a \in C_T^q} q'(a) a_i (\varepsilon_{i,-} - d_{i_2}(\theta)(\theta))
\]

\[
\leq \frac{2B}{T(\varepsilon_{i,-} - d_{i_2}(\theta)(\theta))}
\]

gives

\[
\sum_{j \in [K]} \frac{c_j}{\sigma_{ji}^2} \geq \frac{1}{\varepsilon_{i,-}^2} \log \frac{T(\varepsilon_{i,-} - d_{i_2}(\theta)(\theta))}{8B}.
\] (3.6)
If $\sum_{a:A_i \geq T/2} q(a) < 1/2$ and $d_{i2}(\theta(\theta)) \geq 4B/T$, then

$$f(\theta, q, \theta) = \sum_{a \in C_T^{|\mathcal{U}|}} q(a) \langle a, d(\theta) \rangle \geq \sum_{a \in C_T^{|\mathcal{U}|}} q(a) d_{i2}(\theta) \sum_{j \neq i} a_j$$

$$\geq d_{i2}(\theta) \sum_{a \in C_T^{|\mathcal{U}|}} \mathbb{I} \left( \sum_{j \neq i} a_j > T/2 \right) q(a) \sum_{j \neq i} a_j$$

$$> \frac{4B}{T} \sum_{a \in C_T^{|\mathcal{U}|}} \mathbb{I} \left( \sum_{j \neq i} a_j > T/2 \right) q(a)$$

$$\geq B,$$

which contradicts the fact that $\sup_{\theta', \in \Theta} f(\theta, q, \theta') \leq B$.

If $\sum_{a:A_i \geq T/2} q(a) < 1/2$ and $d_{i2}(\theta(\theta)) < 4B/T$, construct $\theta^{(i,+)}$ by replacing $\theta_i$ with $\theta_i + \varepsilon_{i,+}$. Then there exists $q' \in \Delta_{C_T^{|\mathcal{U}|}}$ such that $\sum_{a \in C_T^{|\mathcal{U}|}} q'(a) \langle a, d(\theta^{(i,+)}) \rangle \leq B$ and $\sum_{a \in C_T^{|\mathcal{U}|}} q(a) \log \frac{q(a)}{q'(a)} \leq \sum_{j \in [K]} c_j I_j(\theta, \theta^{(i,+)})$. Applying Lemma 21 with $A = \{a : a_i < T/2\}$ and

$$q'(A) = \sum_{a \in C_T^{|\mathcal{U}|}} \mathbb{I} \left( \sum_{j \neq i} a_j > T/2 \right) q'(a) \sum_{j \neq i} a_j$$

$$= \frac{2}{T(\varepsilon_{i,+} + d_{i2}(\theta(\theta)))} \sum_{a \in C_T^{|\mathcal{U}|}} q'(a) \sum_{j \neq i} a_j (\varepsilon_{i,+} + d_{i2}(\theta)) \leq \frac{2B}{T(\varepsilon_{i,+} + d_{i2}(\theta))}$$

gives

$$\sum_{j \in [K]} \frac{c_j}{\sigma_{ji}^2} \geq \frac{1}{\varepsilon_{i,+}^2} \log \frac{T(\varepsilon_{i,+} + d_{i2}(\theta))}{8B}. \quad (3.7)$$

Combining (3.4), (3.5), (3.6), (3.7) gives $c \in C'_{\theta, B}$, which concludes the proof.

Next we compare this bound to existing lower bounds.

**Comparison to the Asymptotic Lower Bound** (3.1)

Now we will show that our finite time lower bound in Corollary 18 matches the asymptotic lower bound in (3.1) up to some constants. Pick $B = \alpha T^\beta$ for some $\alpha > 0$ and $0 < \beta < 1$. For simplicity, we only consider $\theta$ which is “away from” the boundary of $\Theta$ (so that the minima in (3.2) are achieved by
the second terms) and has a unique optimal action. Then, for $i \neq i_1(\theta)$, it is easy to show that $\varepsilon_{i,+} = \frac{d_i(\theta)}{2W(d_i(\theta)^{1/2}/(16\sqrt{e}))} + d_i(\theta)$ by (3.2) and $m_i(\theta, B) = \frac{1}{T} \log \frac{T(\varepsilon_{i,+} - d_i(\theta))}{8B}$ for large enough $T$. Then, using the fact that $\log x - \log \log x \leq W(x)$ for $x \geq e$, it follows that $\lim_{T \to \infty} m_i(\theta, B)/\log T = (1 - \beta)/d_i^2(\theta)$, and similarly we can show that $\lim_{T \to \infty} m_{i_1}(\theta)(B, B)/\log T = (1 - \beta)/d_{i_2}(\theta)$. Thus, $C_{\theta, B} \to \left(\frac{1 - \beta}{2}\right) \log T C_\theta$, under the assumptions of (3.1), as $T \to \infty$. This implies that Corollary 18 matches the asymptotic lower bound of (3.1) up to a factor of $(1 - \beta)/2$.

**Comparison to Minimax Bounds**

Now we will show that our $\theta$-dependent finite-time lower bound reproduces the minimax regret bounds of [Mannor and Shamir (2011)] and [Alon et al. (2015)], except for the generalized full information case.

The minimax bounds depend on the following notion of observability: An action $i$ is strongly observable if either $i \in S_i$ or $[K] \setminus \{i\} \subset \{j : i \in S_j\}$. $i$ is weakly observable if it is not strongly observable but there exists $j$ such that $i \in S_j$ (note that we already assumed the latter condition for all $i$). Let $\mathcal{W}(\Sigma)$ be the set of all weakly observable actions. $\Sigma$ is said to be strongly observable if $\mathcal{W}(\Sigma) = \emptyset$. $\Sigma$ is weakly observable if $\mathcal{W}(\Sigma) \neq \emptyset$.

Next we will define two key qualities introduced by [Mannor and Shamir (2011)] and [Alon et al. (2015)] that characterize the hardness of a problem instance with feedback structure $\Sigma$: A set $A \subset [K]$ is called an independent set if for any $i \in A$, $S_i \cap A \subset \{i\}$. The independence number $\kappa(\Sigma)$ is defined as the cardinality of the largest independent set. For any pair of subsets $A, A' \subset [K]$, $A$ is said to be dominating $A'$ if for any $j \in A'$ there exists $i \in A$ such that $j \in S_i$. The weak domination number $\rho(\Sigma)$ is defined as the cardinality of the smallest set that dominates $\mathcal{W}(\Sigma)$.

**Corollary 22.** Assume that $\sigma_{ij} = \infty$ for some $i, j \in [K]$, that is, we are not in the generalized full information case. Then,

(i) if $\Sigma$ is strongly observable, with $B = \alpha \sigma \sqrt{\kappa(\Sigma)T}$ for some $\alpha > 0$, we have $\sup_{\theta \in \Theta} b'(\theta, B) \geq \frac{\sigma \sqrt{\kappa(\Sigma)T}}{64\alpha}$ for $T \geq 64e^2 \sigma^2 \sigma^2 \kappa(\Sigma)^2 / D^2$.  
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(ii) If $\Sigma$ is weakly observable, with $B = \alpha(\rho(\Sigma)D)^{1/3}(\sigma T)^{2/3}\log^{-2/3}K$ for some $\alpha > 0$, we have $\sup_{\theta \in \Theta} b'(\theta, B) \geq (\rho(\Sigma)D)^{1/3}(\sigma T)^{2/3}\log^{-2/3}K$.

Proof of Corollary 22. Define $\varepsilon = \frac{8eB}{T}$. First consider the case that $\Sigma$ is strongly observable.

If the maximum independence number $\kappa(\Sigma) \geq 2$, there exists an independent set $A_\kappa \subset [K]$ such that $|A_\kappa| = \kappa(\Sigma)$. We construct $\theta$ as follows: Let $\theta_{i_1} = D/2$ for some $i_1 \in A_\kappa$ and $\theta_i = D/2 - \varepsilon$ for $i \in A_\kappa \setminus \{i_1\}$. For the remaining $i \notin A_\kappa$, let $\theta_i = 0$. Note that each $i$ in $A_\kappa$ must be self observable since otherwise it is a weakly observable action. Also in $A_\kappa$ $i$ can be observed only by itself according to the definition of independent sets.

Then we will lower bound $b'(\theta, B)$. According to our choice of $\varepsilon$, we have

$$\frac{8\sqrt{eB}}{T}e^{\frac{e^T}{16\varepsilon T\pi}} + \varepsilon = 2\varepsilon.$$  

Therefore, for $i = i_1$ we have $\varepsilon_{i,-} = 2\varepsilon$ and $\varepsilon_{i,+} = 2\varepsilon$ for $i \in A_\kappa \setminus \{i_1\}$. Thus for any $i \in A_\kappa$,

$$m_i(\theta, B) = \frac{1}{4\varepsilon^2} \log \frac{T\varepsilon}{8B} = \frac{1}{4\varepsilon^2}.$$  

Recall that we defined

$$C'_\theta, B = \left\{ c \in C^k_T : \sum_{j \in S_j} c_j \geq \sigma^2m_i(\theta, B) \text{ for all } i \in [K] \right\}$$

and $b'(\theta, B) = \inf_{c \in C'_\theta, B} \langle c, d(\theta) \rangle$. For any $c \in C'_\theta, B$, let $a = \sum_{i \notin A_\kappa} c_i$. Then we have for any $i \in A_\kappa$, $\sum_{j \in S_j} c_j \leq a + c_i$ and thus $c_i \geq \sigma^2m_i(\theta, B) - a = \frac{\sigma^2}{4\varepsilon^2} - a$. Since $d_i(\theta) = \varepsilon$ for all $i \in A_\kappa \setminus \{i_1\}$ and $d_i(\theta) = D/2$ for all $i \notin A_\kappa$, we get

$$\langle c, d(\theta) \rangle = \sum_{i \in A_\kappa \setminus \{i_1\}} c_i \varepsilon + \frac{aD}{2} \geq (\kappa(\Sigma) - 1) \left( \frac{\sigma^2}{4\varepsilon^2} - a \right) \varepsilon + \frac{aD}{2}$$

$$\geq \frac{\kappa(\Sigma)}{2} \left( \frac{\sigma^2}{4\varepsilon^2} - a \right) \varepsilon + \frac{aD}{2} = \frac{\kappa(\Sigma)\sigma^2}{8\varepsilon} + \frac{D - \kappa(\Sigma)\varepsilon}{2}a$$

$$\geq \frac{\kappa(\Sigma)\sigma^2}{8\varepsilon}$$

(3.8) if $\kappa(\Sigma)\varepsilon < D$. Applying our particular choice of $\varepsilon$ and $B$, we get the conclusion that for $T \geq \frac{64e^2\alpha^2(\sigma^2\kappa(\Sigma))^3}{D^2}$, $b'(\theta, B) \geq \frac{\sigma}{64\alpha}$. 
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If $\kappa(\Sigma) = 1$, since we exclude the full information case, there always exists a pair of actions $i_1$ and $i_2$ such that $i_2 \notin S_{i_1}$ (here $i_1 \neq i_2$ is not necessary). We construct $\theta$ by setting $\theta_{i_1} = D/2$ and $\theta_i = D/2 - \varepsilon$ for all $i \neq i_1$. Then $m_i(\theta, B) = \frac{1}{4\varepsilon}$ holds for all $i \in [K]$. For any $c \in C'_{\theta, B}$, let $a = \sum_{i \neq i_1} c_i$, then $
abla_j \xi_{i_1} c_j \leq a$. Hence $a \geq \sigma^2 m_i(\theta, B) = \frac{\sigma^2}{4\varepsilon}$ and
\[
\langle c, d(\theta) \rangle = a\varepsilon \geq \frac{\sigma^2}{4\varepsilon} > \frac{\kappa(\Sigma)\sigma^2}{8\varepsilon}.
\] (3.9)

Combining (3.8) and (3.9) gives the first part of Corollary 22.

Now we turn to the case that $\Sigma$ is weakly observable. The idea of constructing the worst $\theta$ comes from the proof of Theorem 7 in Alon et al. (2015) which based on the following graph-theoretic lemma:

**Lemma 23** (Restated from Lemma 8 in Alon et al. (2015)). Let $G = (V, E)$ be a directed graph with $K$ vertices and let $W \subset V$ be a subset of vertices with domination number $\rho$. Then there exists an independent set $U \subset W$ with the property that $|U| \geq \frac{\rho}{50\log K}$ and any vertex of $G$ dominates at most $\frac{\log K}{\rho}$ vertices of $U$.

Let $W(\Sigma) \subset [K]$ be the set of all weakly observable actions. By Lemma 23 we know that there exists an independent set $A_{\rho} \subset W(\Sigma)$ such that $|A_{\rho}| \geq \frac{\rho(\Sigma)}{50\log K}$ and for any $i \in [K]$, $|S_i \cap U| \leq \log K$.

If $\rho(\Sigma) \geq 100\log K$ such that $|A_{\rho}| \geq 2$, we can construct $\theta$ as follows: Let $\theta_{i_1} = D/2$ for some $i_1 \in A_{\rho}$ and $\theta_i = D/2 - \varepsilon$ for $i \in A_{\rho} \setminus \{i_1\}$. For the remaining $i \notin A_{\rho}$, let $\theta_i = 0$. Note that actions in $A_{\rho}$ cannot be observed by any action inside $A_{\rho}$. For any $c \in C'_{\theta, B}$, let $a = \sum_{i \notin A_{\rho}} c_i$. Since for any $i$, $|S_i \cap U| \leq \log K$, we have $\sum_{i \in A_{\rho}} \sum_{j : i \in S_j} c_j \leq a \log K$ and
\[
a \log K \geq |A_{\rho}| \min_{i \in A_{\rho}} \sum_{j : i \in S_j} c_j \geq |A_{\rho}| \min_{i \in A_{\rho}} \sigma^2 m_i(\theta, B) \geq \frac{\rho(\Sigma)\sigma^2}{200 \log K \varepsilon^2}.
\]

Therefore,
\[
\langle c, d(\theta) \rangle \geq \frac{aD}{2} \geq \frac{\rho(\Sigma)\sigma^2 D}{200 \varepsilon^2 \log^2 K} = \frac{(\rho(\Sigma)D)^{1/3}(\sigma T)^{2/3} \log^{-2/3} K}{12800 \varepsilon^2 \alpha^2}.
\] (3.10)

If $\rho(\Sigma) < 100\log K$, then we pick a weakly observable action as $i_2$. There must be another action $i_1$ such that $i_2 \notin S_{i_1}$ due to the definition of weakly
observable actions. Then we set \( \theta_{i_1} = D/2 \), \( \theta_{i_2} = D/2 - \varepsilon \) and \( \theta_i = 0 \) for the remaining actions. So for any \( c \in C_{\theta,B}^0 \), let \( a = \sum_{i \neq i_1,i_2} c_i \geq \sigma^2 m_{i_2}(\theta, B) \). Then

\[
\langle c, d(\theta) \rangle \geq \frac{aD}{2} \geq \frac{\sigma^2 m_{i_2}(\theta, B)D}{2} = \frac{D\sigma^2}{8\varepsilon^2} = \frac{D^{1/3}(\sigma T)^{2/3}}{512\varepsilon^2} \cdot \frac{\log^{4/3} K}{\rho(\Sigma)^{2/3}}
\]

\[
\geq \frac{(\rho(\Sigma)D)^{1/3}(\sigma T)^{2/3}}{51200\varepsilon^2} \cdot \frac{\log^{-2/3} K}{\log^{4/3} K}.
\]

(3.11)

In the last step we used the fact that \( K \geq 3 \) for any weakly observable \( \Sigma \).

Combining (3.10) and (3.11) gives the second part of Corollary 22.

\[
\text{Remark 24.} \quad \text{In Corollary 22, picking } \alpha = \frac{1}{8\varepsilon} \text{ for strongly observable } \Sigma \text{ and } \alpha = \frac{1}{73} \text{ for weakly observable } \Sigma \text{ gives formal minimax lower bounds: (i) If } \Sigma \text{ is strongly observable, for any algorithm we have } \sup_{\theta \in \Theta} R_T(\theta) \geq \frac{\sigma\sqrt{\kappa(\Sigma)T}}{6\sqrt{\varepsilon}} \text{ for } T \geq e\sigma^2\kappa(\Sigma)^3/D^2. \quad \text{ (ii) If } \Sigma \text{ is weakly observable, for any algorithm we have } \sup_{\theta \in \Theta} R_T(\theta) \geq \frac{(\rho(\Sigma)D)^{1/3}(\sigma T)^{2/3}}{73\log^{2/3} K}.\n\]

3.3 Algorithms

In this section we present two algorithms and their finite-time analysis for the uniform variance version of our problem (where \( \sigma_{ij} \) is either \( \sigma \) or \( \infty \)). The upper bound for the first algorithm matches the asymptotic lower bound in (3.1) up to constants. The second algorithm achieves the minimax lower bounds of Corollary 22 up to logarithmic factors, as well as \( O(\log^{3/2} T) \) problem-dependent regret. In the problem-dependent upper bounds of both algorithms, we assume that the optimal action is unique, that is, \( d_{i_1(\theta)}(\theta) > 0 \).

3.3.1 An Asymptotically Optimal Algorithm

Let \( c(\theta) = \arg\min_{c \in C_\theta} \langle c, d(\theta) \rangle \); note that increasing \( c_{i_1(\theta)}(\theta) \) does not change the value of \( \langle c, d(\theta) \rangle \) (since \( d_{i_1(\theta)}(\theta) = 0 \)), so we take the minimum value of \( c_{i_1(\theta)}(\theta) \) in this definition. Let \( n_i(t) = \sum_{s=1}^{t-1} \mathbb{1}\{i \in S_{t_s}\} \) be the number of observations for action \( i \) before round \( t \) and \( \hat{\theta}_{t,i} \) be the empirical estimate of \( \theta_i \) based on the first \( n_i(t) \) observations. Let \( N_i(t) = \sum_{s=1}^{t-1} \mathbb{1}\{i_s = i\} \) be the
number of plays for action $i$ before round $t$. Note that this definition of $N_i(t)$ is different from that in the previous sections since it excludes round $t$.

Algorithm 5

1: Inputs: $\Sigma$, $\alpha$, $\beta : \mathbb{N} \to [0, \infty)$.
2: For $t = 1, \ldots, K$, observe each action $i$ at least once by playing $i_t$ such that $t \in S_i$.
3: Set exploration count $n_e(K + 1) = 0$.
4: for $t = K + 1, K + 2, \ldots$ do
5: \hspace{1em} if $\frac{N(t)}{4\alpha \log t} \in C_{\tilde{\theta}_t}$ then
6: \hspace{2em} Play $i_t = i_1(\tilde{\theta}_t)$.
7: \hspace{1em} Set $n_e(t + 1) = n_e(t)$.
8: \hspace{1em} else
9: \hspace{2em} if $\min_{i \in [K]} n_i(t) < \beta(n_e(t))/K$ then
10: \hspace{3em} Play $i_t$ such that $\arg\min_{i \in [K]} n_i(t) \in S_i$.
11: \hspace{2em} else
12: \hspace{3em} Play $i_t$ such that $N_i(t) < c_i(\tilde{\theta}_t)4\alpha \log t$.
13: \hspace{1em} end if
14: \hspace{1em} Set $n_e(t + 1) = n_e(t) + 1$.
15: end if
16: end for

Our first algorithm is presented in Algorithm 5. The main idea, coming from Magureanu et al. (2014), is that by forcing exploration over all actions, the solution $c(\theta)$ of the linear program can be well approximated while paying a constant price. This solves the main difficulty that, without getting enough observations on each action, we may not have good enough estimates for $d(\theta)$ and $c(\theta)$. One advantage of our algorithm compared to that of Magureanu et al. (2014) is that we use a nondecreasing, sublinear exploration schedule $\beta(n)$ ($\beta : \mathbb{N} \to [0, \infty)$) instead of a constant rate $\beta(n) = \beta n$. This resolves the problem that, to achieve asymptotically optimal performance, some parameter of the algorithm needs to be chosen according to $d_{\min}(\theta)$ as in Magureanu et al. (2014). The expected regret of Algorithm 5 is upper bounded as follows:

**Theorem 25.** For any $\theta \in \Theta$, $\varepsilon > 0$, $\alpha > 2$ and any non-decreasing $\beta(n)$ that satisfies $0 \leq \beta(n) \leq n/2$ and $\beta(m + n) \leq \beta(m) + \beta(n)$ for $m, n \in \mathbb{N}$,

$$R_T(\theta) \leq (2K + 2 + 4K/(\alpha - 2))d_{\max}(\theta) + 4Kd_{\max}(\theta)\sum_{s=0}^{T} \exp\left(-\frac{\beta(s)\varepsilon^2}{2K\sigma^2}\right)$$
\[ + 2d_{\text{max}}(\theta)\beta \left( 4\alpha \log T \sum_{i \in [K]} c_i(\theta, \varepsilon) + K \right) + 4\alpha \log T \sum_{i \in [K]} c_i(\theta, \varepsilon)d_i(\theta). \]

where \( c_i(\theta, \varepsilon) = \sup\{c_i(\theta') : |\theta_j' - \theta_j| \leq \varepsilon \text{ for all } j \in [K]\} \).

**Proof of Theorem 25.** Define the events

\[
U_t = \left\{ |\hat{\theta}_{t,i} - \theta_i| \leq \sqrt{\frac{2\alpha\sigma^2 \log t}{n_i(t)}} \text{ for all } i \in [K] \right\},
\]

\[
V_t = \left\{ |\hat{\theta}_{t,i} - \theta_i| \leq \varepsilon \text{ for all } i \in [K] \right\},
\]

\[
W_t = \left\{ \frac{N(t)}{4\alpha \log t} \in C(\hat{\theta}_t) \right\},
\]

\[
Y_t = \left\{ \min_{i \in [K]} n_i(t) < \beta(n_e(t))/K \right\},
\]

and let \( U_t^c, V_t^c, W_t^c, Y_t^c \) denote their complements, respectively. Using these events, the regret of the algorithm can be decomposed as

\[
R_T(\theta) = \sum_{t=1}^{T} \mathbb{E}[d_i(\theta)] \leq Kd_{\text{max}}(\theta) + \sum_{t=K+1}^{n} \mathbb{E}[d_i(\theta)]
\]

\[ = Kd_{\text{max}}(\theta) + \sum_{t=K+1}^{T} \mathbb{E}[d_i(\theta)] (1\{U^c_t\} + 1\{U_t, W_t\} + 1\{U_t, W_t^c, Y_t\} + 1\{U_t, W_t^c, Y_t^c, V_t\}) . \tag{3.12} \]

We will upper bound each quantity in (3.12) separately.

By Hoeffding’s inequality and the union bound, we have for \( t \geq K + 1 \),

\[
\Pr \left( |\hat{\theta}_{t,i} - \theta_i| > \sqrt{\frac{2\alpha\sigma^2 \log t}{n_i(t)}} \right) \leq \sum_{s=1}^{t} \Pr \left( |\hat{\theta}_{t,i} - \theta_i| > \sqrt{\frac{2\alpha\sigma^2 \log t}{n_i(t)}} \text{ for } n_i(t) = s \right) \leq 2t^{1-\alpha}.
\]

Then, using \( \alpha > 2 \), \( \sum_{t=K+1}^{T} \mathbb{E}[d_i(\theta)] 1\{U^c_t\} \) can be bounded as

\[
\sum_{t=K+1}^{T} \mathbb{E}[d_i(\theta)] 1\{U^c_t\} \leq d_{\text{max}}(\theta) \sum_{t=K+1}^{T} \Pr(U^c_t) \leq d_{\text{max}}(\theta) \sum_{t=K+1}^{T} 2K^1-\alpha \leq \frac{2Kd_{\text{max}}(\theta)}{\alpha - 2} . \tag{3.13} \]
Next consider \( \sum_{t=K+1}^{T} \mathbb{E} [d_i(\theta) \mathbb{I} \{U_t, W_t\}] \). If \( U_t \) and \( W_t \) hold, first we have

\[
n_i (\hat{\theta}_t) \geq \frac{8\alpha \sigma^2 \log t}{d_i^2(\hat{\theta}_t)},
\]

and

\[
\hat{\theta}_{t,i}(\hat{\theta}_t) - \theta_{t,i}(\hat{\theta}_t) \leq \sqrt{\frac{2\alpha \sigma^2 \log t}{n_i(\hat{\theta}_t)}} \leq \frac{d_i(\hat{\theta}_t)}{2} \leq \frac{d_i(\hat{\theta}_t)}{2}, \tag{3.14}
\]

for any \( i \neq i_1(\hat{\theta}_t) \). Similarly, for \( i \neq i_1(\hat{\theta}_t) \) we have

\[
\theta_t - \hat{\theta}_{t,i} \leq \sqrt{\frac{2\alpha \sigma^2 \log t}{n_i(t)}} \leq \frac{d_i(\hat{\theta}_t)}{2}. \tag{3.15}
\]

Combining (3.14) and (3.15) gives \( \theta_t \leq \theta_{i_1(\hat{\theta}_t)} \) for any \( i \neq i_1(\hat{\theta}_t) \), which means \( i_1(\hat{\theta}_t) = i_1(\theta) \), hence

\[
\sum_{t=K+1}^{T} \mathbb{E} [d_i(\theta) \mathbb{I} \{U_t, W_t\}] = 0. \tag{3.16}
\]

Consider the next term in (3.12),

\[
\sum_{t=K+1}^{T} \mathbb{E} [d_i(\theta) \mathbb{I} \{U_t, W_{t}^{c}, Y_{t}\}] \leq d_{\max}(\theta) \mathbb{E} \left[ \sum_{t=K+1}^{T} \mathbb{I} \{U_t, W_{t}^{c}, Y_{t}\} \right]. \tag{3.17}
\]

To bound (3.17), first we prove two auxiliary results:

**Proposition 26.** Let \( K < t_1 < t_2 \). If \( \sum_{s=t_1}^{t_2-1} \mathbb{I} \{W_{s}^{c}, Y_{s}\} \geq K \), then \( \min_{i \in [K]} n_i(t_2) \geq \min_{i \in [K]} n_i(t_1) + 1 \).

**Proof.** We prove the proposition by contradiction. Assume \( \min_{i \in [K]} n_i(t_2) = \min_{i \in [K]} n_i(t_1) \). Then there exists a \( j \) such that \( n_j(t_1) = n_j(t_2) \) and \( n_j(s) = \min_{i \in [K]} n_i(s) \) for all \( t_1 \leq s \leq t_2 \). Since \( \sum_{s=t_1}^{t_2-1} \mathbb{I} \{W_{s}^{c}, Y_{s}\} \geq K \), there exist \( K \) time instants \( t_1 \leq s_1 < s_2 < \ldots < s_K \leq t_2 - 1 \) such that \( \{W_{s_k}^{c}, Y_{s_k}\} \) happens for \( 1 \leq k \leq K \). According to the algorithm, for each \( s_k \), there exists \( j_k \neq j \) such that \( j_k \in S_{s_k} \) and \( n_{j_k}(s_k) = n_j(s_k) = \min_{i \in [K]} n_i(s_k) \). Note that each action appears at most once as such \( j_k \) for \( 1 \leq k \leq K \) since \( n_{j_k}(s_k + 1) = n_{j_k}(s_k) + 1 \), but there are only \( K - 1 \) actions other than \( j \), which means that such \( j \) cannot exist. This proves the proposition. \( \Box \)
Proposition 27.

\[
\sum_{t=K+1}^{T} \mathbb{I}\{W_t^c, Y_t\} \leq 1 + \beta \left( \sum_{t=K+1}^{T} \mathbb{I}\{W_t^c\} \right).
\]  (3.18)

Proof. According to the algorithm we have \( n_e(t) = \sum_{s=K+1}^{t-1} \mathbb{I}\{W_s^c\} \) for \( t > K \).

Now define

\[ t' = \max \{ K + 1 \leq t \leq T : W_t^c, Y_t \} . \]

If such \( t' \) does not exist, then the left hand side of (3.18) becomes 0, and the proposition holds. If such \( t' \) exists, by Proposition 26

\[
\min_{i \in [K]} n_i(t') \geq \min_{i \in [K]} n_i(K + 1) + \left( \frac{1}{K} \sum_{t=K+1}^{t'-1} \mathbb{I}\{W_t^c, Y_t\} \right) \geq \frac{1}{K} \sum_{t=K+1}^{t'-1} \mathbb{I}\{W_t^c, Y_t\} .
\]

Therefore,

\[
\sum_{t=K+1}^{T} \mathbb{I}\{W_t^c, Y_t\} = 1 + \sum_{t=K+1}^{t'-1} \mathbb{I}\{W_t^c, Y_t\} \leq 1 + K \min_{i \in [K]} n_i(t') < 1 + \beta(n_e(t'))
\]

\[
\leq 1 + \beta(n_e(T)) \leq 1 + \beta \left( \sum_{t=K+1}^{T} \mathbb{I}\{W_t^c\} \right) .
\]

Now we return to bounding the right hand side of (3.17). Using the above proposition and the properties of \( \beta \), we get

\[
\sum_{t=K+1}^{T} \mathbb{I}\{U_t, W_t^c, Y_t\}
\leq \sum_{t=K+1}^{T} \mathbb{I}\{W_t^c, Y_t\} \leq 1 + \beta \left( \sum_{t=K+1}^{T} \mathbb{I}\{W_t^c\} \right)
\leq 1 + \beta \left( \sum_{t=K+1}^{T} \mathbb{I}\{U_t^c\} + \mathbb{I}\{U_t, W_t^c, Y_t\} + \mathbb{I}\{U_t, W_t^c, Y_t^c, V_t\} + \mathbb{I}\{U_t, W_t^c, Y_t, V_t\} \right)
\leq 1 + \frac{1}{2} \sum_{t=K+1}^{T} \left( \mathbb{I}\{U_t^c\} + \mathbb{I}\{U_t, W_t^c, Y_t\} + \mathbb{I}\{U_t, W_t^c, Y_t^c, V_t\} \right)
\]

\[
+ \beta \left( \sum_{t=K+1}^{T} \mathbb{I}\{U_t, W_t^c, Y_t^c, V_t\} \right) .
\]
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Reordering gives
\[
\sum_{t=K+1}^{T} \mathbb{I} \{ U_t, W_t^c, Y_t \} \leq 2 + \sum_{t=K+1}^{T} \mathbb{I} \{ U_t^c \} + \sum_{t=K+1}^{T} \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t^c \} + 2\beta \left( \sum_{t=K+1}^{n} \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t \} \right),
\]
and, by (3.13), we get
\[
\sum_{t=K+1}^{T} \mathbb{E} \left[ d_i(\theta) \mathbb{I} \{ U_t, W_t^c, Y_t \} \right] \leq d_{\text{max}}(\theta) \mathbb{E} \left[ \sum_{t=K+1}^{T} \mathbb{I} \{ U_t, W_t^c, Y_t \} \right] \leq 2d_{\text{max}}(\theta) + \frac{2Kd_{\text{max}}(\theta)}{\alpha - 2} + d_{\text{max}}(\theta) \sum_{t=K+1}^{T} \mathbb{E} \left[ \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t^c \} \right] + 2d_{\text{max}}(\theta) \mathbb{E} \left[ \beta \left( \sum_{t=K+1}^{n} \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t \} \right) \right].
\]

(3.19)

To bound \( \sum_{t=K+1}^{T} \mathbb{E} \left[ \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t^c \} \right] \), we first introduce two lemmas based on [Combes and Proutiere (2014)]:

**Lemma 28** (Lemma 4.3 of [Combes and Proutiere (2014)]). Let \( \{ Z_t \}_{t \in \mathbb{N}^+} \) be a sequence of independent zero-mean normal random variables with variance \( \sigma^2 \). Let \( \mathcal{F}_t \) denote the \( \sigma \)-algebra generated by \( \{ Z_s \}_{s \leq t} \) and define the filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \in \mathbb{N}^+} \). Consider \( r, n_0 \in \mathbb{N}^+ \) and \( T \geq n_0 \). Define \( Y_t = \sum_{s=n_0}^{t-1} B_s Z_s \) where \( B_t \in \{ 0, 1 \} \) is an \( \mathcal{F}_{t-1} \)-measurable random variable. Furthermore, let \( n(t) = \sum_{s=n_0}^{t-1} B_s \) and let \( \phi \) be a stopping time with respect to the filtration \( \mathcal{F} \), which satisfies either \( n(\phi) \geq r \) or \( \phi = T + 1 \). Then, for any \( \varepsilon > 0 \) we have

\[
\Pr ( |Y_\phi| > n(\phi)\varepsilon, \phi \leq T ) \leq 2 \exp \left( -\frac{r\varepsilon^2}{2\sigma^2} \right).
\]

**Lemma 29.** Define \( \mathcal{F}_t \) the \( \sigma \)-algebra generated by \( \{ X_{i,s} \}_{s \in [t], i \in [K]} \). Let \( \Lambda \subset [1, T] \cap \mathbb{N} \) be a set of (random) time instants. Assume there exists a sequence of (random) sets \( \{ \Lambda_s \}_{0 \leq s \leq T} \) such that (i) \( \Lambda \subset \bigcup_{0 \leq s \leq T} \Lambda_s \), (ii) for all \( 0 \leq s \leq T \), \( |\Lambda_s| \leq 1 \), (iii) for all \( 0 \leq s \leq T \), if \( t \in \Lambda_s \) then \( n_i(t) \geq \beta(s)/K \), and (iv) the event \( \{ t \in \Lambda_s \} \) is \( \mathcal{F}_t \) measurable. Then for any \( \varepsilon > 0 \) and \( i \in [K] \):

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I} \{ t \in \Lambda, |\theta_{t,i} - \theta_t| > \varepsilon \} \right] \leq \sum_{s=0}^{T} 2 \exp \left( -\frac{\beta(s)\varepsilon^2}{2K\sigma^2} \right).
\]
Proof of Lemma 29. We adapt the proof of Lemma 2.2 from [Combes and Proutière (2014)]. For $0 \leq s \leq T$, define $\phi_s = t$ if $\Lambda_s = \{t\}$ or $\phi_s = T + 1$ if $\Lambda_s = \emptyset$. Then

$$
\mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I} \{ t \in \Lambda_s, \hat{\theta}_{t,i} - \theta_i > \varepsilon \} \right] \leq \mathbb{E} \left[ \sum_{s=0}^{T} \mathbb{I} \{ \phi_s \leq T, |\hat{\theta}_{\phi_s,i} - \theta_i| > \varepsilon \} \right]
$$

$$
= \sum_{s=0}^{T} \text{Pr}(\phi_s \leq T, |\hat{\theta}_{\phi_s,i} - \theta_i| > \varepsilon).
$$

(3.20)

Since $\phi_s$ can be viewed as an $\mathcal{F}$-stopping time and satisfies either $n_{i}(\phi_s) \geq \lceil \beta(s)/K \rceil$ or $\phi_s = T + 1$, if $\lceil \beta(s)/K \rceil \geq 1$ then applying Lemma 28 gives

$$
\text{Pr}(\phi_s \leq T, |\hat{\theta}_{\phi_s,i} - \theta_i| > \varepsilon) \leq 2 \exp \left( -\frac{[\beta(s)/K] \varepsilon^2}{2\sigma^2} \right) \leq 2 \exp \left( -\frac{\beta(s)\varepsilon^2}{2K\sigma^2} \right).
$$

If $\lceil \beta(s)/K \rceil = 0$ then $\text{Pr}(\phi_s \leq T, |\hat{\theta}_{\phi_s,i} - \theta_i| > \varepsilon) < 2 = 2 \exp \left( -\frac{\beta(s)\varepsilon^2}{2K\sigma^2} \right)$ still holds. Now proceeding from (3.20) we can get the result of Lemma 29. 

Now we define $\Lambda = \{ t : K + 1 \leq t \leq T, U_t, W_t^c, Y_t^c \}$, and $\Lambda_s = \{ t : K + 1 \leq t \leq T, U_t, W_t^c, n_e(t) = s, \min_{i \in [K]} n_i(t) \geq \beta(s)/K \}$. It can be verified that $\Lambda_s$ satisfies the conditions in Lemma 29: (i) If $t \in \Lambda$ then there must be some $0 \leq s \leq T$ such that $n_e(t) = s$ and thus $t \in \Lambda_s$. (ii) If $t \in \Lambda_s$ then for $t' > t$, $n_e(t') \geq n_e(t + 1) = n_e(t) + 1 = s + 1$, so $t' \notin \Lambda_s$. Condition (iii) and (iv) are also satisfied from the definition of $\Lambda_s$.

Then

$$
\sum_{t=K+1}^{T} \mathbb{E} \left[ \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t^c \} \right] = \sum_{t=K+1}^{T} \mathbb{E} \left[ \mathbb{I} \{ t \in \Lambda, V_t^c \} \right]
$$

$$
\leq \sum_{i=1}^{K} \sum_{t=K+1}^{T} \mathbb{E} \left[ \mathbb{I} \{ t \in \Lambda, |\hat{\theta}_{t,i} - \theta_i| > \varepsilon \} \right] \leq 2K \sum_{s=0}^{T} \exp \left( -\frac{\beta(s)\varepsilon^2}{2K\sigma^2} \right).
$$

(3.21)

Finally we will upper bound $\sum_{t=K+1}^{n} d_{n_i}(\theta) \mathbb{I} \{ U_t, W_t^c, Y_t^c, V_t \}$.

Recall that in the algorithm, if $W_t^c$ and $Y_t^c$ happens, some $i_t$ satisfying $N_i(t) < c_i(\hat{\theta}_t)4\alpha \log t$ is played. Such $i_t$ must exist because otherwise $N_i(\theta) \geq c_i(\hat{\theta}_t)4\alpha \log t$ holds for any $i \in [K]$ and thus $W_t = \left\{ \frac{N_i(t)}{4\alpha \log t} \in C(\hat{\theta}_t) \right\}$ happens, which causes contradiction.
Define
\[ \Theta(\theta, \varepsilon) = \{ \lambda \in \Theta : |\lambda_i - \theta_i| \leq \varepsilon \text{ for all } i \in [K] \} , \]
and
\[ c_i(\theta, \varepsilon) = \sup_{\lambda \in \Theta(\theta, \varepsilon)} c_i(\lambda) . \]

Let \( T_i \) be the maximum \( t \leq T \) such that \( i_t = i \) and \( \mathbb{I}\{U_t, W_t, Y_t, V_t\} = 1 \).

Then
\[ N_i(T_i) = \sum_{s=1}^{T_i-1} \mathbb{I}\{i_s = i\} \leq c_i(\hat{\theta}_{T_i}) 4\alpha \log T_i \leq c_i(\theta, \varepsilon) 4\alpha \log T . \]

Thus
\[ \sum_{t=K+1}^{T} \mathbb{I}\{i_t = i, U_t, W_t, Y_t, V_t\} \leq c_i(\theta, \varepsilon) 4\alpha \log T + 1 . \]

So we have
\[ \sum_{t=K+1}^{T} d_i(\theta) \mathbb{I}\{U_t, W_t, Y_t, V_t\} \leq 4\alpha \log T \sum_{i \in [K]} c_i(\theta, \varepsilon) d_i(\theta) + \sum_{i \in [K]} d_i(\theta) , \quad (3.22) \]
and
\[ \sum_{t=K+1}^{T} \mathbb{I}\{U_t, W_t, Y_t, V_t\} \leq 4\alpha \log T \sum_{i \in [K]} c_i(\theta, \varepsilon) + K . \quad (3.23) \]

Now plugging (3.23) (3.21) into (3.19) and plugging (3.13) (3.16) (3.19) (3.21) (3.22) into (3.12) we get

\[ R_T(\theta) \leq \left( 2K + 2 + \frac{4K}{\alpha - 2} \right) d_{\max}(\theta) + 4K d_{\max}(\theta) \sum_{s=0}^{T} \exp \left( -\frac{\beta(s) \varepsilon^2}{2K \sigma^2} \right) \]
\[ + 2d_{\max}(\theta) \beta \left( 4\alpha \log T \sum_{i \in [K]} c_i(\theta, \varepsilon) + K \right) + 4\alpha \log T \sum_{i \in [K]} c_i(\theta, \varepsilon) d_i(\theta) . \]

Further specifying \( \beta(n) \) and using the continuity of \( c(\theta) \) around \( \theta \), it immediately follows that Algorithm 5 achieves asymptotically optimal performance:
Corollary 30. Suppose the conditions of Theorem 25 hold. Assume, furthermore, that \( \beta(n) \) satisfies \( \beta(n) = o(n) \) and \( \sum_{s=0}^{\infty} \exp \left( -\frac{\beta(s)r^2}{2K\sigma^2} \right) < \infty \) for any \( \varepsilon > 0 \), then for any \( \theta \) such that \( c(\theta) \) is unique,

\[
\limsup_{T \to \infty} \frac{R_T(\theta)}{\log T} \leq 4\alpha \inf_{c \in C_0} \langle c, d(\theta) \rangle.
\]

Note that any \( \beta(n) = an^b \) with \( a \in (0, \frac{1}{2}] \), \( b \in (0, 1) \) satisfies the requirements in Theorem 25 and Corollary 30. Also note that the algorithms presented in Caron et al. (2012); Buccapatnam et al. (2014) do not achieve this asymptotic bound.

3.3.2 A Minimax Optimal Algorithm

Next we present an algorithm achieving the minimax bounds. For any \( A, A' \subset [K] \), let \( c(A, A') = \arg\max_{c \in \Delta^{|A|}} \min_{i \in A'} \sum_{j, i \in S_j} c_j \) (ties are broken arbitrarily) and \( m(A, A') = \min_{i \in A'} \sum_{j, i \in S_j} c_j(A, A') \). For any \( A \subset [K] \) and \( |A| \geq 2 \), let \( A^S = \{ i \in A : \exists j \in A, i \in S_j \} \) and \( A^W = A - A^S \). Furthermore, let \( g_{r,i}(\delta) = \sigma \sqrt{\frac{2\log(8K^2r^3/\delta)}{n_i(r)}} \) where \( n_i(r) = \sum_{s=1}^{r-1} i_s, i \) and \( \hat{\theta}_{r,i} \) be the empirical estimate of \( \theta_i \) based on first \( n_i(r) \) observations (i.e., the average of the samples).

The algorithm is presented in Algorithm 6. It follows a successive elimination process: it explores all possibly optimal actions (called “good actions” later) based on some confidence intervals until only one action remains. While doing exploration, the algorithm first tries to explore the good actions by only using good ones. However, due to weak observability, some good actions might have to be explored by actions that have already been eliminated. To control this exploration-exploitation trade off, we use a sublinear function \( \gamma \) to control the exploration of weakly observable actions.

In the following we present high-probability bounds on the performance of the algorithm, so, with a slight abuse of notation, \( R_T(\theta) \) will denote the regret without expectation in the rest of this section.
Algorithm 6

1: Inputs: $\Sigma$, $\delta$.
2: Set $t_1 = 0$, $A_1 = [K]$.
3: for $r = 1, 2, \ldots$ do
4:   Let $\alpha_r = \min_{1 \leq s \leq r, A^W_s \neq \emptyset} m([K], A^W_s)$ and $\gamma(r) = (\sigma \alpha_r t_r / D)^{2/3}$. (Define $\alpha_r = 1$ if $A^W_s = \emptyset$ for all $1 \leq s \leq r$)
5:   if $A^W_r \neq \emptyset$ and $\min_{i \in A^W_r} n_i(r) < \min_{i \in A^S_r} n_i(r)$ and $\min_{i \in A^W_r} n_i(r) < \gamma(r)$ then
6:      Set $c_r = c([K], A^W_r)$.
7:   else
8:      Set $c_r = c(A_r, A^S_r)$.
9:  end if
10: Play $i_r = \left[ c_r \cdot \|c_r\|_0 \right]$ and set $t_{r+1} = t_r + \|i_r\|_1$.
11: $A_{r+1} \leftarrow \{ i \in A_r : \hat{\theta}_{r+1,i} + g_{r+1,i}(\delta) \geq \max_{j \in A_r} \hat{\theta}_{r+1,j} - g_{r+1,j}(\delta) \}$.
12: if $|A_{r+1}| = 1$ then
13:   Play the only action in the remaining rounds.
14: end if
15: end for

Theorem 31. For any $\delta \in (0, 1)$ and any $\theta \in \Theta$,

$$R_T(\theta) \leq (\rho(\Sigma) D)^{1/3} (\sigma T)^{2/3} \cdot 7\sqrt{6 \log(2KT/\delta)} + 125\sigma^2 K^3 / D + 13K^3 D$$

with probability at least $1 - \delta$ if $\Sigma$ is weakly observable, while

$$R_T(\theta) \leq 2KD + 80\sigma \sqrt{n(\Sigma) T \cdot 6 \log K \log \frac{2KT}{\delta}}$$

with probability at least $1 - \delta$ if $\Sigma$ is strongly observable.

Proof of Theorem 31. For every $r > 0$, define the events

$$U_r = \left\{ |\hat{\theta}_{r,i} - \theta_i| \leq g_{r,i}(\delta) \text{ for all } i \in [K] \right\}.$$

Then, by Hoeffding’s inequality and union bound, we have

$$\Pr \left( \cap_{r \geq 2} U_r \right) \geq 1 - \delta.$$

Next we will upper bound the regret based on the fact that $U_r$ holds for all $r \geq 2$. Define $r_T = \max \{ r : t_r < T, |A_r| \geq 2 \}$, the event

$$V_r = \left\{ A^W_r \neq \emptyset, \min_{i \in A^W_r} n_i(r) < \min_{i \in A^S_r} \{ \min_{i \in A^S_r} n_i(r), \gamma(r) \} \right\}$$
and its complement $V^c_r$. Then consider the regret:

$$R_T(\theta) \leq \sum_{r=1}^{rt} \mathbb{I}\{V_r\} \langle i_r, d(\theta) \rangle + \sum_{r=1}^{rt} \mathbb{I}\{V^c_r\} \langle i_r, d(\theta) \rangle$$

$$\leq \sum_{r=1}^{rt} \mathbb{I}\{V_r\} \|i_r\|_1 D + \sum_{r=1}^{rt} \mathbb{I}\{V^c_r\} \|i_r\|_1 \max_{i \in A_r} d_i(\theta).$$  \hspace{1cm} (3.24)

We upper bound the two terms in (3.24) separately. Before proceeding, we introduce the following proposition which lower bounds $n_i(r)$ for $i \in A^W_r$.

**Proposition 32.** For any $i, r$ such that $i \in A^W_r$,

$$n_i(r) \geq \frac{\alpha_{r-1}}{2} \sum_{s=1}^{r-1} \mathbb{I}\{V_s\} \|i_s\|_1 - (\beta_r - 1)K,$$  \hspace{1cm} (3.25)

where $\beta_r = |\bigcup_{1 \leq s \leq r} A^W_s|$.

**Proof of Proposition 32.** The proof is done by induction. Let $W_r$ denote the event that for any $1 \leq s \leq r$ and any $i \in A^W_s$, (3.25) holds. $W_1$ holds because $A^W_1 = \emptyset$. Now we assume $W_r$ holds and consider $W_{r+1}$.

If $A^W_{r+1} = \emptyset$, then $W_{r+1}$ holds. If $A^W_{r+1} \neq \emptyset$, for $i \in A^W_{r+1}$, consider $n_i(r+1)$ in different cases:

If $i \in A^W_r$, then $n_i(r) \geq \frac{\alpha_{r-1}}{2} \sum_{s=1}^{r-1} \mathbb{I}\{V_s\} \|i_s\|_1 - (\beta_r - 1)K$. Recall that $\alpha_r = \min_{1 \leq s \leq r, A^W_s \neq \emptyset} m([K], A^W_s)$. So we have

$$n_i(r+1) \geq n_i(r) + \mathbb{I}\{V_r\} \|c_r\|_0 \alpha_r \geq \frac{\alpha_r}{2} \sum_{s=1}^{r} \mathbb{I}\{V_s\} \|i_s\|_1 - (\beta_{r+1} - 1)K,$$

where we use the fact that $\alpha_r$ is non-increasing, $\beta_r$ is non-decreasing as well as

$$\|i_r\|_1 = \|[c_r \cdot \|c_r\|_0]\|_1 \leq \|c_r\|_0 + \|c_r\|_0 \cdot \|c_r\|_1 = 2 \|c_r\|_0.$$  \hspace{1cm} (3.26)

If $i \notin A^W_r$, then $i \in A^S_r$ for all $1 \leq s \leq r$ and thus $\beta_{r+1} \geq \beta_r + 1$. Let $r' = \max\{s \leq r : V_s\}$. If such $r'$ does not exist, then

$$n_i(r+1) \geq 0 \geq \frac{\alpha_r}{2} \sum_{s=1}^{r} \mathbb{I}\{V_s\} \|i_s\|_1 - (\beta_{r+1} - 1)K.$$
If such $r'$ exists

$$n_i(r + 1) \geq n_i(r') > \min_{j \in A^V}\ n_j(r') \geq \frac{\alpha_{r'} - 1}{2} \sum_{s=1}^{r'-1} \|i_s\|_1 - (\beta_{r'} - 1)K$$

$$\geq \frac{\alpha_r}{2} \sum_{s=1}^r \|i_s\|_1 - \frac{\alpha_r}{2} \|i_{r'}\|_1 - (\beta_{r'} - 1)K$$

$$\geq \frac{\alpha_r}{2} \sum_{s=1}^r \|i_s\|_1 - \beta_{r'}K$$

$$\geq \frac{\alpha_r}{2} \sum_{s=1}^r \|i_s\|_1 - (\beta_{r+1} - 1)K,$$

where the facts $\alpha_r \leq 1$, $\|i_{r'}\|_1 \leq 2K$ and $\beta_{r'} \leq \beta_{r+1} - 1$ are used.

Now we have proved that $W_{r+1}$ holds based on the assumption of $W_r$, hence $W_r$ holds for any $r$, which gives the result of Proposition 32.

Based on Proposition 32, $\sum_{s=1}^r \{V_s\} \|i_s\|_1$ can be upper bounded by the following fact:

**Proposition 33.** For any $r \geq 1$, $\sum_{s=1}^r \{V_s\} \|i_s\|_1 \leq \frac{2\gamma(r') + 2K\beta_r}{\alpha_r}$.

**Proof of Proposition 33.** Let $r' = \max\{s \leq r : V_s\}$. Then

$$\gamma(r') > \min_{i \in A^V} n_i(r') \geq \frac{\alpha_{r'} - 1}{2} \sum_{s=1}^{r'-1} \|i_s\|_1 - (\beta_{r'} - 1)K.$$

Hence

$$\sum_{s=1}^r \|i_s\|_1 \leq \sum_{s=1}^{r'-1} \|i_s\|_1 + \|i_{r'}\|_1 \leq \frac{2\gamma(r') + 2K(\beta_{r'} - 1)}{\alpha_{r'}} + 2K\beta_{r'}$$

$$\leq \frac{2\gamma(r') + 2K\beta_{r'}}{\alpha_{r'}}.$$

Since $\alpha_r$ is non-increasing, $\beta_r$ is non-decreasing and $\gamma(r)/\alpha_r = \alpha_r^{-1/3}(\sigma T / D)^{2/3}$ is non-decreasing, we have $\sum_{s=1}^r \{V_s\} \|i_s\|_1 \leq \frac{2\gamma(r') + 2K\beta_{r'}}{\alpha_{r'}}$.

Now we are ready to upper bound the first term in (3.24):

$$\sum_{r=1}^{r_T} \{V_r\} \|i_r\|_1 D \leq \frac{2\gamma(r_T) + 2K\beta_{r_T}}{\alpha_{r_T}} D = 2\alpha^{-1/3}_{r_T} D^{1/3}(\sigma T)^{2/3} + 2KD\beta_{r_T}.$$

(3.27)
Next consider the second term in (3.24): \[ \sum_{r=1}^{r_T} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \max_{i \in A_r} d_i(\theta). \]

Given \( U_r \) holds for all \( r \) we know that \( i_1(\theta) \) is never eliminated. Then for any \( i \in A_r \), we have \( |\hat{\theta}_{r,i} - \theta_i| \leq g_{r,i}(\delta) \) and \( \hat{\theta}_{r,i} + g_{r,i}(\delta) \geq \hat{\theta}_{i_1(\theta)} - g_{r,i_1(\theta)}(\delta). \)

Therefore,

\[
d_i(\theta) \leq \min \left\{ D, 2g_{r,i}(\delta) + 2g_{r,i_1(\theta)}(\delta) \right\} \\
\leq \min \left\{ D, 4\sigma \sqrt{6 \log \frac{2KT}{\delta}} \left( \min_{i \in A \setminus r \geq 2} n_i(r) \right)^{-1/2} \right\}.
\]

So

\[
\sum_{r=1}^{r_T} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \max_{i \in A_r} d_i(\theta) \leq \sum_{r=1}^{r_T} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \min \left\{ D, C \left( \min_{i \in A \setminus r \geq 2} n_i(r) \right)^{-1/2} \right\}.
\]

(3.28)

where \( C = 4\sigma \sqrt{6 \log \frac{2KT}{\delta}}. \)

The next step is to lower bound \( \min_{i \in A_r} n_i(r) \) when \( V_r^c \) happens. Define \( \eta_{\min} = \min_{A \in [K], |A| \geq 2} m(A, A^S). \) For \( i \in A_r^S, \)

\[
n_i(r) \geq \sum_{s=1}^{r-1} \mathbb{I} \{ V_s^c \} \| c_s \|_0 m(A_s, A_r^S) \geq \frac{\eta_{\min}}{2} \sum_{s=1}^{r-1} \mathbb{I} \{ V_s^c \} \| i_s \|_1.
\]

(3.29)

For \( i \in A_r^W, \) since \( V_r^c \) happens and \( A_r^W \neq \emptyset, \) we have

\[
n_i(r) \geq \min_{i \in A_r^W} \{ \gamma(r) \} \geq \min \left\{ \frac{\eta_{\min}}{2} \sum_{s=1}^{r-1} \mathbb{I} \{ V_s^c \} \| i_s \|_1, \gamma(r) \right\}.
\]

By Proposition 33

\[
\frac{\eta_{\min}}{2} \sum_{s=1}^{r-1} \mathbb{I} \{ V_s^c \} \| i_s \|_1 \geq \frac{1}{2K} \left( t_r - \sum_{s=1}^{r} \mathbb{I} \{ V_s \} \| i_s \|_1 \right) \\
\geq \frac{1}{2K} \left( t_r - 2\gamma(r) + 2K\beta_r \right) \\
= \frac{1}{2K} \left( t_r - 2\alpha_r^{-1/3} \left( \frac{\sigma t_r}{D} \right)^{2/3} - 2K\beta_r / \alpha_r \right) \\
\geq \frac{1}{2K} \left( t_r - \left( \frac{\sigma t_r}{D} \right)^{2/3} \right) - K^2,
\]

where we used \( \alpha_r, \eta_{\min} \geq 1/K \) and \( \beta_r \leq K. \)
For \( t_r \geq \frac{125\sigma^2}{D^2}K^3 + 10K^3 \), we have \( \frac{4}{5} t_r \geq 4K \left( \frac{\sigma \alpha_{r}}{D} \right)^{2/3} \) and \( \frac{1}{5} t_r \geq 2K^3 \), so

\[
\frac{\eta_{\min}}{2} \sum_{s=1}^{r-1} \mathbb{I} \{ V_s^c \} \| i_s \|_1 \geq \frac{1}{2K} t_r - \left( \frac{\sigma \alpha_{r}}{D} \right)^{2/3} - K^2 \\
\geq 2 \left( \frac{\sigma \alpha_{r}}{D} \right)^{2/3} + K^2 - \left( \frac{\sigma \alpha_{r}}{D} \right)^{2/3} - K^2 \\
= \left( \frac{\sigma \alpha_{r}}{D} \right)^{2/3} \geq \left( \frac{\sigma \alpha_{r} t_r}{D} \right)^{2/3} = \gamma(r).
\]

So we have proved that for any \( r \leq r_J \) such that \( t_r \geq T_0 = \frac{125\sigma^2}{D^2}K^3 + 10K^3 \) and \( V_r^c \) happens, \( \min_{i \in A_r} n_i(r) \geq \gamma(r) \geq (\sigma \alpha_{r} t_r/D)^{2/3} \). Therefore, following (3.28) gives

\[
\sum_{r=1}^{r_T} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \max_{i \in A_r} d_i(\theta) \\
\leq \sum_{r=1}^{r_T} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \min \left\{ D, C(\min_{i \in A_r} n_i(r))^{-1/2} \right\} \\
\leq \sum_{r \geq 1 : t_r < T_0} \| i_r \|_1 D + \sum_{r \leq r^*_T : t_r \geq T_0} \| i_r \|_1 C \left( \frac{\sigma \alpha_{r}}{D} \right)^{-1/3} t_r^{-1/3} \\
\leq (T_0 + 2K)D + C \left( \frac{\sigma \alpha_{r}}{D} \right)^{-1/3} \sum_{r \leq r^*_T : t_r \geq T_0} (t_{r+1} - t_r)(t_{r+1} - 2K)^{-1/3} \\
\leq (T_0 + 2K)D + C \left( \frac{\sigma \alpha_{r}}{D} \right)^{-1/3} \int_{T_0}^{t_{r^*_T} + 1} (x - 2K)^{-1/3} dx \\
\leq (T_0 + 2K)D + C \left( \frac{\sigma \alpha_{r}}{D} \right)^{-1/3} \int_{T_0^* - 2K}^{t_{r^*_T}} x^{-1/3} dx \\
\leq (T_0 + 2K)D + \frac{3}{2} C \left( \frac{\sigma \alpha_{r}}{D} \right)^{-1/3} T^{2/3} \\
= \frac{125\sigma^2 K^3}{D} + (10K^3 + 2K)D + \frac{1}{3} D^{1/3}(\sigma T)^{2/3} \cdot 6 \sqrt{6 \log \frac{2K^T}{\delta}}. \quad (3.30)
\]

Now plugging (3.27) and (3.30) into (3.24) gives

\[
R_T(\theta) \leq \alpha_{r^*_T}^{-1/3} D^{1/3}(\sigma T)^{2/3} \cdot 7 \sqrt{6 \log \frac{2K^T}{\delta}} + \frac{125\sigma^2 K^3}{D} + 13K^3 D.
\]

If \( \Sigma \) is strongly observable, then \( A_r^{\Sigma} \) is always empty and \( V_r^c \) always happens. According to (3.24), (3.28) and (3.29) we have

\[
R_T(\theta) \leq \sum_{r=1}^{r_T} \| i_r \|_1 \max_{i \in A_r} d_i(\theta)
\]
\[
\leq \sum_{r=1}^{t_r} (t_{r+1} - t_r) \min \left\{ D, C \left( \frac{\eta_{\min}}{2} \right)^{-1/2} t_r^{-1/2} \right\}
\leq 2KD + C \left( \frac{\eta_{\min}}{2} \right)^{-1/2} \int_0^{t_{r,r}} x^{-1/2} dx
\leq 2KD + 8\sigma \sqrt{\frac{T}{\eta_{\min}}} \cdot 12 \log \frac{2KT}{\delta}.
\]

To finish the proof, it suffices to show that \( \frac{1}{\alpha_{r,r}} \leq \rho(\Sigma) \) and \( \frac{1}{\eta_{\min}} \leq \kappa(\Sigma) 50 \log K \), which is based on the following fact:

**Proposition 34.** For any \( A, A' \subset \{K\} \) Let \( \rho_{LP}(A, A') \) denote the minimum fractional cover number from \( A \) to \( A' \), that is

\[
\rho_{LP}(A, A') = \min_{b \in [0, \infty)^A} \sum_{i \in A} b_i 
\text{s.t. } \sum_{i : j \in S_i} b_i \geq 1 \text{ for all } j \in A'.
\]

Then \( m(A, A') = \frac{1}{\rho_{LP}(A, A')} \).

**Proof of Proposition 34.** Recall that

\[
m(A, A') = \max_{c \in \Delta^A, c \in A'} \sum_{i \in A} c_j
= \max_{c \in \Delta^A, a} \text{ s.t. } \sum_{i : j \in S_i} c_i \geq a \text{ for all } j \in A'.
\]

Let \( b = c/a \), then

\[
m(A, A') = \max_{b \in [0, \infty)^A, a} \text{ s.t. } \sum_{i : j \in S_i} b_i \geq 1 \text{ for all } j \in A' \text{ and } \sum_{i \in A} b_i = \frac{1}{a}
= \max_{b \in [0, \infty)^A} \frac{1}{\sum_{i \in A} b_i} \text{ s.t. } \sum_{i : j \in S_i} b_i \geq 1 \text{ for all } j \in A'
= \frac{1}{\rho_{LP}(A, A')}.
\]

To lower bound \( \alpha_{r,r} \), let \( \rho(A, A') \) be the integer version of \( \rho_{LP}(A, A') \) by restricting \( b \in \mathbb{N}^A \). Then we have \( \rho(\Sigma) = \rho([K], \mathcal{W}(\Sigma)) \) and

\[
\alpha_{r,r} \geq m([K], \mathcal{W}(\Sigma)) = \frac{1}{\rho_{LP}([K], \mathcal{W}(\Sigma))} \geq \frac{1}{\rho(\Sigma)}.
\]
where we used the fact that \( A_r^w \subset \mathcal{W}(\Sigma) \) for any \( r \leq r_T \).

To lower bound \( \eta_{\min} \), we use

\[
\eta_{\min} = \min_{A \in [K], |A| \geq 2} m(A, A^S) = \min_{A \in [K], |A| \geq 2} m(A, A) = \frac{1}{\max_{A \in [K], |A| \geq 2} \rho_{LP}(A, A)}
\]

\((A^S = A \text{ for strongly observable } \Sigma)\), thus

\[
\max_{A \in [K], |A| \geq 2} \rho(A, A) \geq \frac{1}{\eta_{\min}}.
\]

For any \( A \in [K], |A| \geq 2 \), let \( \Sigma_A \) be the subgraph of \( \Sigma \) on \( A \). We apply Lemma 23 on \( \Sigma_A \) with the subset \( W = A \). Then the lemma states that \( A \) contains an independent set \( U \) of size at least \( \frac{\rho(A, A)}{50 \log |A|} \). Since an independent set of \( \Sigma_A \) is also an independent set of \( \Sigma \), for each subset \( A \) there exists an independent set of \( \Sigma \) with size at least \( \frac{\rho(A, A)}{50 \log |A|} \). So the independence number

\[
\kappa(\Sigma) \geq \max_{A \in [K], |A| \geq 2} \frac{\rho(A, A)}{50 \log |A|} \geq \frac{1}{50 \log K} \max_{A \in [K], |A| \geq 2} \rho(A, A) \geq \frac{1}{\eta_{\min} 50 \log K},
\]

which indicates \( \frac{1}{\eta_{\min}} \leq \kappa(\Sigma) 50 \log K \).

\[\square\]

**Theorem 35** (Problem-dependent upper bound). For any \( \delta \in (0, 1) \) and any \( \theta \in \Theta \) such that the optimal action is unique, with probability at least \( 1 - \delta \),

\[
R_T(\theta) \leq \frac{1603KD\sigma^2}{d_{\min}(\theta)} (\log(2KT/\delta))^{3/2} + 14K^3 D + 125\sigma^2 K^3 / D
\]

\[+ 15 (KD\sigma^2)^{1/3} (125\sigma^2 / D^2 + 10) K^2 (\log(2KT/\delta))^{1/2}.\]

**Proof of Theorem 35**. Similarly to the proof of Theorem 35 we define high probability events

\[
U_r = \left\{ |\hat{\theta}_{r,i} - \theta_i| \leq g_{r,i}(\delta) \text{ for all } i \in [K] \right\}.
\]

and upper bound the regret based on the fact that for all \( r \geq 2 \), \( U_r \) holds. The rest of the proof will be based on upper bounding the number of round before all sub-optimal actions are eliminated.
Define \( r_T = \max\{r : t_t < T, |A_r| \geq 2\} \), event
\[
V_r = \left\{ A_r^W \neq \emptyset, \min_{i \in A_r^W} n_i(r) < \min_{i \in A_r^S} \min_{i \in A_r^S} \{\min_{i \in A_r^S} n_i(r), \gamma(r)\} \right\}
\]
and \( V_r^c \) be its complement.

For any \( r \leq r_T \) and any \( i \in A_r \), \( i \neq i_1(\theta) \), we have
\[
d_i(\theta) \geq d_{\min}(\theta),
\]
where \( d_{\min}(\theta) \) denotes \( d_{i_1(\theta)}(\theta) \). From \( g_{r,i}(\delta) = \sigma \sqrt{\frac{2 \log(8K^2r^3/\delta)}{n_i(r)}} \)
we get
\[
d_{\min}(\theta) \leq 2\sigma \sqrt{2 \log(8K^2r^3/\delta)} \left( \frac{1}{\sqrt{n_i(r)}} + \frac{1}{\sqrt{n_i(\theta)(r)}} \right) \leq C_r \left( \min_{i \in A_r} n_i(r) \right)^{-1/2},
\]
where \( C_r = 4\sigma \sqrt{6 \log \frac{2Kr}{\delta}} \), and thus
\[
\min_{i \in A_r} n_i(r) \leq \frac{C_r^2}{d_{\min}(\theta)} . \tag{3.31}
\]

Then consider the regret:
\[
R_T(\theta) \leq \sum_{r=1}^{r_T} \mathbb{I}\{V_r\} \langle i_r, d(\theta) \rangle + \sum_{r=1}^{r_T} \mathbb{I}\{V_r^c\} \langle i_r, d(\theta) \rangle
\]
\[
\leq \sum_{r=1}^{r_V} \mathbb{I}\{V_r\} \| i_r \|_1 d_{\max}(\theta) + \sum_{r=1}^{r_W} \mathbb{I}\{V_r^c\} \| i_r \|_1 \max_{i \in A_r} d_i(\theta) . \tag{3.32}
\]
where \( r_V = \max\{r \leq r_T : V_r\} \) and \( r_W = \max\{r \leq r_T : V_r^c\} \).

Since \( \min_{i \in A_r^V} n_i(r_V) < \min_{i \in A_r^S} n_i(r_V) \) we have
\[
\min_{i \in A_r^V} n_i(r_V) = \min_{i \in A_r^V} n_i(r_V) \geq \frac{1}{2\rho^+(\Sigma)} \sum_{s=1}^{r_V-1} \mathbb{I}\{V_s\} \| i_s \|_1 - K^2
\]
by applying Proposition 32, where \( \rho^+(\Sigma) = \max\{\rho(\Sigma), 1\} \). Then we can upper bound the first term in (3.32) by
\[
\sum_{r=1}^{r_V} \mathbb{I}\{V_r\} \| i_r \|_1 \leq \frac{2\rho^+(\Sigma)C_r^2}{d_{\min}(\theta)} + 2\rho^+(\Sigma)K^2 + 2K . \tag{3.33}
\]
Regarding the second term in (3.32), recall that for any \( r \leq r_T \) such that \( t_r \geq T_0 = \frac{12\sigma^2}{\delta^2} K^3 + 10K^3 \) and \( V^c_r \) happens, \( \min_{i \in A_r} n_i(r) \geq \gamma(r) \geq (\sigma \alpha t_r / D)^{2/3} \geq \left( \frac{\sigma t_r}{\rho^+(\Sigma)D} \right)^{2/3} . \)
Using the fact that \( \max_{i \in A_r} d_i(\theta) \leq \min \left\{ d_{\max}(\theta), C_r \left( \min_{i \in A_r} n_t(r) \right)^{-1/2} \right\} \)
gives
\[
\sum_{r=1}^{r_w} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \max_{i \in A_r} d_i(\theta)
\leq \sum_{r=1}^{r_w} \mathbb{I} \{ V_r^c \} \| i_r \|_1 \min \left\{ d_{\max}(\theta), C_r \left( \min_{i \in A_r} n_t(r) \right)^{-1/2} \right\}
\leq \sum_{r \geq 1; t_r < T_0} \| i_r \|_1 d_{\max}(\theta) + \sum_{r \leq r_w; t_r \geq T_0} \| i_r \|_1 C_r \left( \frac{\sigma}{\rho^+(\Sigma) D} \right)^{-1/3} t_r^{-1/3}
\leq (T_0 + 2K)d_{\max}(\theta) + C_r \left( \frac{\sigma}{\rho^+(\Sigma) D} \right)^{-1/3} \sum_{r \leq r_w; t_r \geq T_0} (t_{r+1} - t_r)(t_{r+1} - 2K)^{-1/3}
\leq (T_0 + 2K)d_{\max}(\theta) + C_r \left( \frac{\sigma}{\rho^+(\Sigma) D} \right)^{-1/3} \int_{t_0}^{t_{r+1}} (x - 2K)^{-1/3} dx
\leq (T_0 + 2K)d_{\max}(\theta) + C_r \left( \frac{\sigma}{\rho^+(\Sigma) D} \right)^{-1/3} \int_{T_0 - 2K}^{t_{r+1}} x^{-1/3} dx
\leq (T_0 + 2K)d_{\max}(\theta) + \frac{3}{2} C_r \left( \frac{\sigma}{\rho^+(\Sigma) D} \right)^{-1/3} t_{r+1}^{2/3}.
\]

(3.34)

Now we upper bound \( t_{r_w} \). If \( t_{r_w} \geq T_0 \) then
\[
\frac{C_r^2}{d_{\min}(\theta)} \geq \min_{i \in A_{r_w}} n_t(r_w) \geq \left( \frac{\sigma_{r_w}}{\rho^+(\Sigma) D} \right)^{2/3}.
\]
Hence
\[
t_{r+1}^{2/3} \leq \left( \frac{\sigma}{\rho^+(\Sigma) D} \right)^{-2/3} \frac{C_r^2}{d_{\min}(\theta)} + T_0^{2/3}.
\]

(3.35)

Combining (3.32), (3.33), (3.34) and (3.35) with \( C_r \leq C_{r'} \) gives
\[
R_T(\theta) \leq \frac{1603 \rho^+(\Sigma) D \sigma^2}{d_{\min}(\theta)} \left( \log \frac{2K \rho^+}{\delta} \right)^{3/2} + 14K^3D + \frac{125 \sigma^2 K^3}{D}
+ 15 \left( \rho^+(\Sigma) D \sigma^2 \right)^{1/3} \left( \frac{125 \sigma^2}{D^2} + 10 \right) K^2 \left( \log \frac{2K \rho^+}{\delta} \right)^{1/2}.
\]

(3.36)

Applying \( r_T \leq T \) and \( \rho^+(\Sigma) \leq K \) gives the result of Theorem 35.

Note that using \( r_T \leq T \) here is only for simplicity, actually \( r_T \) can be upper bounded by some constant by more careful analysis. This is because, according to Proposition 33, \( \sum_{s=1}^{r_T} \mathbb{I} \{ V_s \} \| i_s \|_1 = O \left( t_{r_T}^{2/3} \right) \), and \( t_{r_w} = O \left( (\log t_{r_T})^{3/2} \right) \), we have
\[
t_{r_T} \leq t_{r_w} + \sum_{s=1}^{r_T} \mathbb{I} \{ V_s \} \| i_s \|_1 = O \left( t_{r_T}^{2/3} \right) + O \left( (\log t_{r_T})^{3/2} \right),
\]
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which mean $t_{rv}$ must be upper bounded by some constant independent with $T$.

\[ \Box \]

**Remark 36.** Picking $\delta = 1/T$ gives an $O(\log^{3/2} T)$ upper bound on the expected regret.

### 3.4 Summary

We considered a novel partial-monitoring setup with Gaussian side observations, which generalizes the recently introduced setting of graph-structured feedback, allowing finer quantification of the observed information from one action to another. We provided non-asymptotic problem-dependent lower bounds that imply existing asymptotic problem-dependent and non-asymptotic minimax lower bounds (up to some constant factors) beyond the full information case. We also provided an algorithm that achieves the asymptotic problem-dependent lower bound (up to some universal constants) and another algorithm that achieves the minimax bounds under both weak and strong observability.

However, we think this is just the beginning. For example, we currently have no algorithm that achieves both the problem dependent and the minimax lower bounds at the same time. Also, our upper bounds only correspond to the graph-structured feedback case. It is of great interest to go beyond the weak/strong observability in characterizing the hardness of the problem, and provide algorithms that can adapt to any correspondence between the mean payoffs and the variances (the hardness is that one needs to identify suboptimal actions with good information/cost trade-off).
Chapter 4

Conservative Bandits

In this chapter we present our work on the conservative bandit problem \cite{Wu2016}. Our contributions are as follows: (i) Starting from multi-armed bandits, we first formulate what we call the family of “conservative bandit problems”. As expected in these problems, the goal is to design learning algorithms that minimize regret under the additional constraint that at any given point in time, the total reward (return) must stay above a fixed percentage of the return of a fixed default arm, i.e., the return constraint must hold uniformly in time. The variants differ in terms of how stringent the constraint is (i.e., should the constraint hold in expectation, or with high probability?), whether the bandit problem is stochastic or adversarial, and whether the default arm’s payoff is known before learning starts. (ii) We analyze the naive build-budget-then-learn strategy described above (which we call BudgetFirst) and design a significantly better alternative for stochastic bandits that switches between using the default arm and learning using a version of UCB in a “smoother” fashion. (iii) We prove that the new algorithm, which we call Conservative UCB, meets the uniform return constraint (in various senses), while it can achieve significantly less regret than BudgetFirst. In particular, while BudgetFirst is shown to pay a multiplicative penalty in the regret for maintaining the return constraint, Conservative UCB only pays an additive penalty. We provide both high probability and expectation bounds, consider both high probability and expectation constraints on the return, and also consider the case when the payoff of the default arm is initially unknown. (iv) We also
prove a lower bound on the best regret given the constraint and as a result show that the additive penalty is unavoidable; thus Conservative UCB achieves the optimal regret in a worst-case sense. While Unbalanced MOSS of Lattimore (2015a), when specialized to our setting, also achieves the optimal regret (as follows from the analysis of Lattimore (2015a)), as mentioned earlier it does not maintain the constraint uniformly in time (it will explore too much at the beginning of time); it also relies heavily on the knowledge of the mean payoff of the default strategy. (v) We also consider the adversarial setting where we design an algorithm similar to Conservative UCB: the algorithm uses an underlying “base” adversarial bandit strategy when it finds that the return so far is sufficiently higher than the minimum required return. We prove that the resulting method indeed maintains the return constraint uniformly in time and we also prove a high-probability bound on its regret. We find, however, that the additive penalty in this case is higher than in the stochastic case. Here, the Exp3-γ algorithm of Lattimore (2015a) is an alternative, but again, this algorithm is not able to maintain the return constraint uniformly in time. (vi) The theoretical analysis is complemented by synthetic experiments on simple bandit problems whose purpose is to validate that the newly designed algorithm is reasonable and to show that the algorithms’ behave as dictated by the theory developed. We also compare our method to Unbalanced MOSS to provide a perspective to see how much is lost due to maintaining the return constraint uniformly over time.

4.1 Conservative Multi-Armed Bandits

The multi-armed bandit problem is a sequential decision-making task in which a learning agent repeatedly chooses an action (called an arm) and receives a reward corresponding to that action. We assume there are $K + 1$ arms and denote the arm chosen by the agent in round $t \in \{1, 2, \ldots\}$ by $I_t \in \{0, \ldots, K\}$. There is a reward $X_{t, i}$ associated with each arm $i$ at each round $t$ and the agent receives the reward corresponding to its chosen arm, $X_{t, I_t}$. The agent does not observe the other rewards $X_{t, j}$ ($j \neq I_t$).
The learning performance of an agent over a time horizon $n$ is usually measured by its regret, which is the difference between its reward and what it could have achieved by consistently choosing the single best arm in hindsight:

$$R_n = \max_{i \in \{0, \ldots, K\}} \sum_{t=1}^{n} X_{t,i} - X_{t,t_i}.$$  

(4.1)

An agent is failing to learn unless its regret grows sub-linearly: $R_n \in o(n)$; good agents achieve $R_n \in O(\sqrt{n})$ or even $R_n \in O(\log n)$.

We also use the notation $T_i(n) = \sum_{t=1}^{n} \mathbb{1}\{I_t = i\}$ for the number of times the agent chooses arm $i$ in the first $n$ time steps.

### 4.1.1 Conservative Exploration

Let arm 0 correspond to the conservative default action with the other arms $1, \ldots, K$ being the alternatives to be explored. We want to be able to choose some $\alpha > 0$ and constrain the learner to earn at least a $1 - \alpha$ fraction of the reward from simply playing arm 0:

$$\sum_{s=1}^{t} X_{s,I_s} \geq (1 - \alpha) \sum_{s=1}^{t} X_{s,0} \quad \text{for all } t \in \{1, \ldots, n\}.$$  

(4.2)

It should be clear that small values of $\alpha$ force the learner to be highly conservative, whereas larger $\alpha$ correspond to a weaker constraint.

We introduce a quantity $Z_n$, called the budget, which quantifies how close the constraint (4.2) is to being violated:

$$Z_t = \sum_{s=1}^{t} X_{s,I_s} - (1 - \alpha)X_{s,0};$$  

(4.3)

the constraint is satisfied if and only if $Z_t \geq 0$ for all $t \in \{1, \ldots, n\}$. Note that the constraints must hold uniformly in time.

Our objective is to design algorithms that minimize the regret (4.1) while simultaneously satisfying the constraint (4.2). In the following sections, we will consider two variants of multi-armed bandits: the stochastic setting in Section 4.2 and the adversarial setting in Section 4.3. In each case we will design algorithms that satisfy different versions of the constraint and give regret guarantees.
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Figure 4.1: Choosing the default arm increases the budget. Then it is safe to explore a non-default arm if it cannot violate the constraint (i.e. make the budget negative).

One may wonder: what if we only care about \(Z_n \geq 0\) instead of \(Z_t \geq 0\) for all \(t\). Although our algorithms are designed for satisfying the anytime constraint on \(Z_t\) our lower bound, which is based on \(Z_n \geq 0\) only, shows that in the stochastic setting we cannot improve the regret guarantee even if we only want to satisfy the overall constraint \(Z_n \geq 0\).

4.2 The Stochastic Setting

In the stochastic multi-armed bandit setting each arm \(i\) and round \(t\) has a stochastic reward \(X_{t,i} = \mu_i + \eta_{t,i}\), where \(\mu_i \in [0, 1]\) is the expected reward of arm \(i\) and the \(\eta_{t,i}\) are independent random noise variables that we assume have 1-subgaussian distributions. We denote the expected reward of the optimal arm by \(\mu^* = \max_i \mu_i\) and the gap between it and the expected reward of the \(i\)th arm by \(\Delta_i = \mu^* - \mu_i\).

The regret \(R_n\) is now a random variable. We can bound it in expectation,
of course, but we are often more interested in high-probability bounds on the weaker notion of pseudo-regret:

\[
\tilde{R}_n = n\mu^* - \sum_{t=1}^{n} \mu_{I_t} = \sum_{i=0}^{K} T_i(n)\Delta_i,
\]  

(4.4)

in which the noise in the arms’ rewards is ignored and the randomness arises from the agent’s choice of arm. The regret \( R_n \) and the pseudo-regret \( \tilde{R}_n \) are equal in expectation. High-probability bounds for the latter, however, can capture the risk of exploration without being dominated by the variance in the arms’ rewards.

We use the notation \( \hat{\mu}_i(n) = \frac{1}{T_i(n)} \sum_{t=1}^{n} 1\{I_t = i\} X_{t,i} \) for the empirical mean of the rewards from arm \( i \) observed by the agent in the first \( n \) rounds. If \( T_i(n) = 0 \) then we define \( \hat{\mu}_i(n) = 0 \). The algorithms for the stochastic setting will estimate the \( \mu_i \) by \( \hat{\mu}_i \) and will construct and act based on high-probability confidence intervals for the estimates.

### 4.2.1 The Budget Constraint

Just as we substituted regret with pseudo-regret, in the stochastic setting we will use the following form of the constraint (4.2):

\[
\sum_{s=1}^{t} \mu_{I_s} \geq (1 - \alpha)\mu_0 t \quad \text{for all } t \in \{1, \ldots, n\};
\]  

(4.5)

the budget then becomes

\[
\tilde{Z}_t = \sum_{s=1}^{t} \mu_{I_s} - (1 - \alpha) t \mu_0.
\]  

(4.6)

The default arm is always safe to play because it increases the budget by \( \mu_0 - (1 - \alpha)\mu_0 = \alpha \mu_0 \). The budget will decrease for arms \( i \) with \( \mu_i < (1 - \alpha)\mu_0 \); the constraint \( \tilde{Z}_n \geq 0 \) is then in danger of being violated (Fig. 4.1).

In the following sections we will construct algorithms that satisfy pseudo-regret bounds and the budget constraint (4.5) with high probability \( 1 - \delta \) (where \( \delta > 0 \) is a tunable parameter). In Section 4.2.4 we will see how these algorithms can be adapted to satisfy the constraint in expectation and with bounds on their expected regret.
For simplicity, we will initially assume that the algorithms know $\mu_0$, the expected reward of the default arm. This is reasonable in situations where the default action has been used for a long time and is well-characterized. Even so, in Section 4.2.5 we will see that having to learn an unknown $\mu_0$ is not a great hindrance.

4.2.2 BudgetFirst — A Naive Algorithm

Before presenting the new algorithm it is worth remarking on the most obvious naive attempt, which we call the BudgetFirst algorithm. A straightforward modification of UCB leads to an algorithm that accepts a confidence parameter $\delta \in (0, 1)$ and suffers regret at most

$$\tilde{R}_n = O\left(\sqrt{Kn \log \left(\frac{\log(n)}{\delta}\right)}\right) = R_{\text{worst}}.$$  

(4.7)

Of course this algorithm alone will not satisfy the constraint (4.5), but that can be enforced by naively modifying the algorithm to deterministically choose $I_t = 0$ for the first $t_0$ rounds where

$$(\forall t_0 \leq t \leq n) \quad t\mu_0 - R_{\text{worst}} \geq (1 - \alpha)t\mu_0.$$  

Subsequently the algorithm plays the high probability version of UCB and the regret guarantee (4.7) ensures the constraint (4.5) is satisfied with high probability. Solving the equation above leads to $t_0 = \tilde{O}(R_{\text{worst}}/\alpha\mu_0)$, and since the regret while choosing the default arm may be $O(1)$ the worst-case regret guarantee of this approach is

$$\tilde{R}_n = \Omega\left(\frac{1}{\mu_0\alpha} \sqrt{Kn \log \left(\frac{\log(n)}{\delta}\right)}\right).$$

This is significantly worse than the more sophisticated algorithm that is our main contribution and for which the price of satisfying (4.5) is only an additive term rather than a large multiplicative factor.

4.2.3 Conservative UCB

A better strategy is to play the default arm only until the budget (4.6) is large enough to start exploring other arms with a low risk of violating the
constraint. It is safe to keep exploring as long as the budget remains large, whereas if it decreases too much then it must be replenished by playing the default arm. In other words, we intersperse the exploration of a standard bandit algorithm with occasional budget-building phases when required. We show that accumulating a budget does not severely curtail exploration and thus gives small regret.

Conservative UCB (Algorithm 7) is based on UCB with the novel twist of maintaining a positive budget. In each round, UCB calculates upper confidence bounds for each arm; let $J_t$ be the arm that maximizes this calculated confidence bound. Before playing this arm (as UCB would) our algorithm decides whether doing so risks the budget becoming negative. Of course, it does not know the actual budget $\tilde{Z}_t$ because the $\mu_i$ ($i \neq 0$) are unknown; instead, it calculates a lower confidence bound $\xi_t$ based on confidence intervals for the $\mu_i$. More precisely, it calculates a lower confidence bound for what the budget would be if it played arm $J_t$. If this lower bound is positive then the constraint will not be violated as long as the confidence bounds hold. If so, the algorithm chooses $I_t = J_t$ just as UCB would; otherwise it acts conservatively by choosing $I_t = 0$.

**Algorithm 7 Conservative UCB**

1: **Input:** $K$, $\mu_0$, $\delta$, $\psi^\delta(\cdot)$
2: **for** $t \in 1, 2, \ldots$ **do**
3: $\theta_0(t), \lambda_0(t) \leftarrow \mu_0$
4: **for** $i \in 1, \ldots, K$ **do**
5: $\Delta_i(t) \leftarrow \sqrt{\psi^\delta(T_i(t - 1))/T_i(t - 1)}$
6: $\theta_i(t) \leftarrow \hat{\mu}_i(t - 1) + \Delta_i(t)$
7: $\lambda_i(t) \leftarrow \max\{0, \hat{\mu}_i(t - 1) - \Delta_i(t)\}$
8: **end for**
9: $J_t \leftarrow \text{argmax}_i \theta_i(t)$ {\ldots and find UCB arm.}
10: $\xi_t \leftarrow \sum_{s=1}^{t-1} \lambda_{J_s}(t) + \lambda_{J_s}(t) - (1 - \alpha)t\mu_0$
11: **if** $\xi_t \geq 0$ **then**
12: $I_t \leftarrow J_t$ {\ldots choose UCB arm if safe,}
13: **else**
14: $I_t \leftarrow 0$ {\ldots default arm otherwise.}
15: **end if**
16: **end for**
Remark 37 (Choosing $\psi^\delta$). The confidence intervals in Algorithm 7 are constructed using the function $\psi^\delta$. Let $F$ be the event that for all rounds $t \in \{1, 2, \ldots\}$ and every action $i \in [K]$, the confidence intervals are valid:

$$|\hat{\mu}_i(t) - \mu_i| \leq \sqrt{\frac{\psi^\delta(T_i(t))}{T_i(t)}}.$$ 

Our goal is to choose $\psi^\delta(\cdot)$ such that

$$\Pr(F) \geq 1 - \delta. \quad (4.8)$$

A simple choice is $\psi^\delta(s) = 2 \log(Ks^3/\delta)$, for which (4.8) holds by Hoeffding’s inequality and union bounds. The following choice achieve better performance in practice:

$$\psi^\delta(s) = \log \max \{3, \log \zeta\} + \log(2e^2\zeta) + \frac{\zeta(1 + \log(\zeta))}{(\zeta - 1) \log(\zeta)} \log \log(1 + s), \quad (4.9)$$

where $\zeta = K/\delta$; it can be seen to achieve (4.8) by more careful analysis motivated by Garivier (2013).

Some remarks on Algorithm 7

- $\mu_0$ is known, so the upper and lower confidence bounds can both be set to $\mu_0$ (line 3). See Section 4.2.5 for a modification that learns an unknown $\mu_0$.

- The max in the definition of the lower confidence bound $\lambda_i(t)$ (line 7) is because we have assumed $\mu_i \geq 0$ and so the lower confidence bound should never be less than 0.

- $\zeta_t$ (line 10) is a lower confidence bound on the budget (4.6) if action $J_t$ is chosen. More precisely, it is a lower confidence bound on $\tilde{Z}_t = \sum_{s=1}^{t-1} \mu_{i_s} + \mu_{J_t} - (1 - \alpha)t\mu_0$.

- If the default arm is also the UCB arm ($J_t = 0$) and the confidence intervals all contain the true values, then $\mu^* = \mu_0$ and the algorithm will choose action 0 for all subsequent rounds, incurring no regret.
The following theorem guarantees that Conservative UCB satisfies the constraint while giving a high-probability upper bound on its regret.

**Theorem 38.** In any stochastic environment where the arms have expected rewards \( \mu_i \in [0, 1] \) with 1-subgaussian noise, Algorithm[7] satisfies the following with probability at least \( 1 - \delta \) and for every time horizon \( n \), when \( \psi^\delta \) is chosen in accordance with Remark[37] and with \( L = \psi^\delta(n) \):

\[
\sum_{s=1}^{t} \mu_{I_s} \geq (1 - \alpha) \mu_0 \ 	ext{ for all } t \in \{1, \ldots, n\}, \tag{4.5}
\]

\[
\tilde{R}_n \leq \sum_{i>0; \Delta_i>0} \left( \frac{4L}{\Delta_i} + \Delta_i \right) + \frac{2(K + 1) \Delta_0}{\alpha \mu_0} + \frac{6L}{\alpha \mu_0} \sum_{i=1}^{K} \frac{\Delta_0}{\max\{\Delta_i, \Delta_0 - \Delta_i\}}; \tag{4.10}
\]

\[
\tilde{R}_n \in O\left( \sqrt{nKL} + \frac{KL}{\alpha \mu_0} \right). \tag{4.11}
\]

**Proof of Theorem 38.** By Remark[37] with probability \( \Pr(F) \geq 1 - \delta \) the confidence intervals are valid for all \( t \) and all arms \( i \in \{1, \ldots, K\} \):

\[
|\hat{\mu}_i(t - 1) - \mu_i| \leq \sqrt{\psi^\delta(T_i(t - 1))/T_i(t - 1)} \leq \sqrt{L/T_i(t - 1)};
\]

we will henceforth assume that this is the case (i.e. that \( F \) holds). By the definition of the confidence intervals and by the construction of Algorithm[7] we immediately satisfy the constraint

\[
\sum_{t=1}^{n} \mu_{I_t} \geq (1 - \alpha)n \mu_0 \ 	ext{ for all } n.
\]

We now bound the regret. Let \( i > 0 \) be the index of a sub-optimal arm and suppose \( I_t = i \). Since the confidence intervals are valid,

\[
\mu^* \leq \theta_i(t) \leq \hat{\mu}_i(t - 1) + \sqrt{L/T_i(t - 1)} \leq \mu_i + 2\sqrt{L/T_i(t - 1)},
\]

which implies that arm \( i \) has not been chosen too often; in particular we obtain

\[
T_i(n) \leq T_i(n - 1) + 1 \leq \frac{4L}{\Delta_i^2} + 1. \tag{4.12}
\]
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and the regret satisfies
\[
\bar{R}_n = \sum_{i=0}^{K} T_i(n) \Delta_i \leq \sum_{i>0: \Delta_i > 0} \left( \frac{4L}{\Delta_i} + \Delta_i \right) + T_0(n) \Delta_0.
\]

If \( \Delta_0 = 0 \) then the theorem holds trivially; we therefore assume that \( \Delta_0 > 0 \) and find an upper bound for \( T_0(n) \).

Let \( \tau = \max \{ t \leq n \mid I_t = 0 \} \) be the last round in which the default arm is played. Since \( F \) holds and \( \theta_0(t) = \mu_0 < \mu < \max_i \theta_i(t) \), it follows that \( J_t = 0 \) is never the UCB choice; the default arm was only played because \( \xi_\tau < 0 \):
\[
\sum_{i=0}^{K} T_i(\tau - 1) \lambda_i(\tau) + \lambda_{J_\tau}(\tau) - (1 - \alpha)\mu_0 \tau < 0 \quad (4.13)
\]

By dropping \( \lambda_{J_\tau}(\tau) \), replacing \( \tau \) with \( \sum_{i=0}^{K} T_i(\tau - 1) + 1 \), and rearranging the terms in (4.13), we get
\[
\alpha T_0(\tau - 1) \mu_0 < (1 - \alpha)\mu_0 + \sum_{i=1}^{K} T_i(\tau - 1) ((1 - \alpha)\mu_0 - \lambda_i(\tau))
\leq (1 - \alpha)\mu_0 + \sum_{i=1}^{K} T_i(\tau - 1) \left( (1 - \alpha)\mu_0 - \mu_i + \sqrt{\frac{L}{T_i(\tau - 1)}} \right)
\leq 1 + \sum_{i=1}^{K} S_i. \quad (4.14)
\]

where \( a_i = (1 - \alpha)\mu_0 - \mu_i \) and
\[
S_i = T_i(\tau - 1) \cdot \left( (1 - \alpha)\mu_0 - \mu_i + \sqrt{L/T_i(\tau - 1)} \right)
= a_i T_i(\tau - 1) + \sqrt{LT_i(\tau - 1)}
\]
is a bound on the decrease in \( \xi_\tau \) in the first \( \tau - 1 \) rounds due to choosing arm \( i \). We will now bound \( S_i \) for each \( i > 0 \).

The first case is \( a_i \geq 0 \), i.e. \( \Delta_i \geq \Delta_0 + \alpha \mu_0 \). Then (4.12) gives \( T_i(\tau - 1) \leq 4L/\Delta_i^2 + 1 \) and we get
\[
S_i \leq \frac{4L a_i}{\Delta_i^2} + \frac{2L}{\Delta_i} + 2 \leq \frac{6L}{\Delta_i} + 2. \quad (4.15)
\]
The other case is \( a_i < 0 \), i.e. \( \Delta_i < \Delta_0 + \alpha \mu_0 \). Then
\[
S_i \leq \sqrt{LT_i(\tau - 1)} \leq \frac{2L}{\Delta_i} + 1, \quad (4.16)
\]
and by using $ax^2 + bx \leq -b^2/4a$ for $a < 0$ we have

$$S_i \leq -\frac{L}{4a_i} = \frac{L}{4(\Delta_0 + \alpha\mu_0 - \Delta_i)}. \tag{4.17}$$

Summarizing (4.15) to (4.17) gives

$$S_i \leq \frac{6L}{\max\{\Delta_i, \Delta_0 - \Delta_i\}} + 2.$$  

Continuing from (4.14), we get

$$T_0(n) = T_0(\tau - 1) + 1 \leq \frac{2K + 2}{\alpha\mu_0} + \frac{1}{\alpha\mu_0} \sum_{i=1}^{K} \frac{6L}{\max\{\Delta_i, \Delta_0 - \Delta_i\}}.$$  

We can now upper bound the regret by

$$R_n \leq \sum_{i>0: \Delta_i > 0} \left( \frac{4L}{\Delta_i} + \Delta_i \right) + \frac{2(K + 1)\Delta_0}{\alpha\mu_0} + \frac{6L}{\alpha\mu_0} \sum_{i=1}^{K} \frac{\Delta_0}{\max\{\Delta_i, \Delta_0 - \Delta_i\}}. \tag{4.10}$$

We will now show (4.11). To bound the regret due to the non-default arms, Jensen’s inequality gives

$$\left( \sum_{i>0} T_i(n)\Delta_i \right)^2 \leq m^2 \sum_{i>0} \frac{T_i(n)}{m} \Delta_i^2,$$

where $m \leq n$ is the number of times non-default arms were chosen. Combining this with $\Delta_i^2 \leq 4L/T_i(n)$ for sub-optimal arms from (4.12) gives

$$\sum_{i>0} T_i(n)\Delta_i \leq 2\sqrt{mKL} \in O(\sqrt{KL}).$$

To bound the regret due to the default arm, observe that $\max\{\Delta_i, \Delta_0 - \Delta_i\} \geq \Delta_0/2$ and thus $T_0(n)\Delta_0 \in O(KL/\alpha\mu_0)$. Combining these two bounds gives (4.11).
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Standard unconstrained UCB algorithms achieve a regret of order $O(\sqrt{KL})$; Theorem 38 tells us that the penalty our algorithm pays to satisfy the constraint is an extra additive regret of order $O(KL/\alpha\mu_0)$. 
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Remark 39. We take a moment to understand how the regret of the algorithm behaves if \( \alpha \) is polynomial in \( 1/n \). Clearly if \( \alpha \in O(1/n) \) then we have a constant exploration budget and the problem is trivially hard. In the slightly less extreme case when \( \alpha \) is as small as \( n^{-a} \) for some \( 0 < a < 1 \), the extra regret penalty is still not negligible: satisfying the constraint costs us \( O(n^a) \) more regret in the worst case.

We would argue that the problem-dependent regret penalty (4.10) is more informative than the worst case of \( O(n^a) \); our regret increases by

\[
\frac{6L}{\alpha \mu_0} \sum_{i=1}^{K} \frac{\Delta_0}{\max\{\Delta_i, \Delta_0 - \Delta_i\}}.
\]

Intuitively, even if \( \alpha \) is very small, we can still explore as long as the default arm is close-to-optimal (i.e. \( \Delta_0 \) is small) and most other arms are clearly sub-optimal (i.e. the \( \Delta_i \) are large). Then the sub-optimal arms are quickly discarded and even the budget-building phases accrue little regret: the regret penalty remains quite small. More precisely, if \( \Delta_0 \approx n^{-b_0} \) and \( \min_{i > 0: \Delta_i > 0} \Delta_i \approx n^{-b} \), then the regret penalty is

\[
O \left( n^{a+\min\{0,b-b_0\}} \right);
\]

small \( \Delta_0 \) and large \( \Delta_i \) means \( b - b_0 < 0 \), giving a smaller penalty than the worst case of \( O(n^a) \).

Remark 40. Curious readers may be wondering if \( I_t = 0 \) is the only conservative choice when the arm proposed by UCB risks violating the constraint. A natural alternative would be to use the lower confidence bound \( \lambda_i(t) \) by choosing

\[
I_t = \begin{cases} 
J_t, & \text{if } \xi_t \geq 0; \\
\arg\max_{i} \lambda_i(t), & \text{otherwise.}
\end{cases}
\]

(4.18)

It is easy to see that if \( F \) does not occur, then choosing \( \arg\max_{i} \lambda_i(t) \) increases the budget at least as much as choosing action 0 while incurring less regret and so this algorithm is preferable to Algorithm 7 in practice. Theoretically speaking, however, it is possible to show that the improvement is by at most a
constant factor so our analysis of the simpler algorithm suffices. The proof of this claim is somewhat tedious so instead we provide two intuitions: Firstly, the upper bound approximately matches the lower bound in the minimax regime, so any improvement must be relatively small in the minimax sense. Secondly, imagine we run the unmodified Algorithm \[7\] and let \( t \) be the first round when \( I_t \neq J_t \) and where there exists an \( i > 0 \) with \( \lambda_i(t) \geq \mu_0 \). If \( F \) does not hold, then the actions chosen by UCB satisfy

\[
T_i(t) \in \Omega \left( \min \left\{ \frac{L}{\Delta_i^2}, \max_j T_j(t) \right\} \right),
\]

which means that arms are being played in approximately the same frequency until they are proving suboptimal (for a similar proof, see Lattimore (2015b)). From this it follows that once \( \lambda_i(t) \geq \mu_0 \) for some \( i \) it will not be long before either \( \lambda_j(t+s) \geq \mu_0 \) or \( T_j(t+s) \geq 4L/\Delta_i^2 \) and in both cases the algorithm will cease playing conservatively. Thus it takes at most a constant proportion more time before the naive algorithm is exclusively choosing the arm chosen by UCB.

Next we discuss how small modifications to Algorithm \[7\] allow it to handle some variants of the problem while guaranteeing the same order of regret.

### 4.2.4 Considering the Expected Regret and Budget

One may care about the performance of the algorithm in expectation rather than with high probability, i.e. we want an upper bound on \( \mathbb{E} \left[ \bar{R}_n \right] \) and the constraint (4.5) becomes

\[
\mathbb{E} \left[ \sum_{s=1}^{t} \mu_{I_s} \right] \geq (1-\alpha)\mu_0 t, \quad \text{for all } t \in \{1, \ldots, n\}. \tag{4.19}
\]

We argued in Remark 39 that if \( \alpha \in O(1/n) \) then the problem is trivially hard; let us assume therefore that \( \alpha \geq c/n \) for some \( c > 1 \). By running Algorithm \[7\] with \( \delta = 1/n \) and \( \alpha' = (\alpha - \delta)/(1 - \delta) \) we can achieve (4.19) and a regret bound with the same order as in Theorem 38.

To show (4.19) we have

\[
\mathbb{E} \left[ \sum_{s=1}^{t} \mu_{I_s} \right] \geq \Pr (F) \mathbb{E} \left[ \sum_{s=1}^{t} \mu_{I_s} \right| F \right] \geq (1-\delta)(1-\alpha')\mu_0 t = (1-\alpha)\mu_0 t.
\]
As an upper bound, we have $E[R_n] \leq E[R_n|F] + \delta n = E[R_n|F] + 1$. Here $E[R_n|F]$ can be upper bounded by Theorem 38 with two changes: (i) $L$ becomes $O(\log nK)$ after replacing $\delta$ with $1/n$, and (ii) $\alpha$ becomes $\alpha'$. Since $\alpha'/\alpha \geq 1 - 1/c$ we get essentially the same order of regret bound as in Theorem 38.

4.2.5 Learning an Unknown $\mu_0$

Two modifications to Algorithm 7 allow it to handle the case when $\mu_0$ is unknown. First, just as we do for the non-default arms, we need to set $\theta_0(t)$ and $\lambda_0(t)$ based on confidence intervals. Second, the lower bound on the budget needs to be set as

$$
\xi^*_t = \sum_{i=1}^{K} T_i(t-1)\lambda_i(t) + \lambda_J(t) + (T_0(t-1) - (1-\alpha)t)\theta_0(t). \quad (4.20)
$$

**Theorem 41.** Algorithm 7, modified as above to work without knowing $\mu_0$ but otherwise the same conditions as Theorem 38, satisfies with probability $1 - \delta$ and for all time horizons $n$ the constraint (4.5) and the regret bound

$$
\tilde{R}_n \leq \sum_{i: \Delta_i > 0} \left( \frac{4L}{\Delta_i} + \Delta_i \right) + \frac{2(K+1)\Delta_0}{\alpha \mu_0} + \frac{7L}{\alpha \mu_0} \sum_{i=1}^{K} \frac{\Delta_0}{\max\{\Delta_i, \Delta_0 - \Delta_i\}}.
$$

**Proof of Theorem 41.** We proceed very similarly to the proof of Theorem 38. As we did there, we assume that $F$ holds: the confidence intervals are valid for all rounds and all arms (including the default), which happens with probability $\Pr(F) \geq 1 - \delta$.

To show that the modified algorithm satisfies the constraint (4.5), we write the budget (4.6) as

$$
\tilde{Z}_t = \sum_{i=1}^{K} T_i(t-1)\mu_i + \mu_J + (T_0(t-1) - (1-\alpha)t)\mu_0
$$

when the UCB arm $J_t$ is chosen and show that it is indeed lower-bounded by

$$
\xi^*_t = \sum_{i=1}^{K} T_i(t-1)\lambda_i(t) + \lambda_J(t) + (T_0(t-1) - (1-\alpha)t)\theta_0(t). \quad (4.20)
$$
This is apparent if $T_0(t - 1) < (1 - \alpha)t$, since the last term in (4.20) is then negative and $\theta_0(t) \geq \mu_0$. On the other hand, if $T_0(t - 1) \geq (1 - \alpha)t$ then the constraint is still satisfied:

$$\sum_{s=1}^{t} \mu_{I_s} \geq T_0(t - 1)\mu_0 \geq (1 - \alpha)\mu_0 t.$$

We now upper-bound the regret. As in the earlier proof, we can show that for any arm $i > 0$ with $\Delta_i > 0$ we have $T_i(n) \leq 4L/\Delta_i^2 + 1$. If this also holds for $i = 0$ or if $\Delta_0 = 0$ then $\bar{R}_n \leq \sum_{i:\Delta_i > 0}(4L/\Delta_i + \Delta_i)$ and the theorem holds trivially. From now on we only consider the case when $\Delta_0 > 0$ and $T_0(n) > 4L/\Delta_0^2 + 1$. As before, we will proceed to upper-bound $T_0(n)$.

Let $\tau$ be the last round in which $I_{\tau} = 0$. We can ignore the possibility that $J_{\tau} = 0$, since then the above bound on $T_i(n)$ would apply even to the default arm, contradicting our assumption above. Thus we can assume that the default arm was played because $\xi_{\tau} < 0$:

$$\sum_{i=1}^{K} T_i(\tau - 1)\lambda_i(\tau) + \lambda_{J_{\tau}}(\tau) + (T_0(\tau - 1) - (1 - \alpha)\tau) \theta_0(\tau) < 0,$$

in which we drop $\lambda_{J_{\tau}}(\tau)$, replace $\tau$ with $\sum_{i=0}^{K} T_i(\tau - 1) + 1$, and rearrange the terms to get

$$\alpha T_0(\tau - 1)\theta_0(\tau) < (1 - \alpha)\theta_0(\tau) + \sum_{i=1}^{K} T_i(\tau - 1)((1 - \alpha)\theta_0(\tau) - \lambda_i(\tau)).$$

(4.22)

We lower-bound the left-hand side of (4.22) using $\theta_0(\tau) \geq \mu_0$, whereas we upper-bound the right-hand side using

$$\theta_0(\tau) \leq \mu_0 + \sqrt{\frac{L}{T_0(\tau - 1)}} \leq \mu_0 + \frac{\Delta_0}{2},$$

which comes from $T_0(\tau - 1) \geq 4L/\Delta_0^2$. Combining these in (4.22) with the lower confidence bound $\lambda_i(\tau) \geq \mu_i - \sqrt{L/T_i(\tau - 1)}$ gives

$$\alpha \mu_0 T_0(\tau - 1) < (1 - \alpha)\left(\mu_0 + \frac{\Delta_0}{2}\right) + \sum_{i=1}^{K} T_i(\tau - 1)\left((1 - \alpha)\left(\mu_0 + \frac{\Delta_0}{2}\right) - \mu_i\right) + \sqrt{\frac{L}{T_i(\tau - 1)}}.$$
where \( a_i = (1 - \alpha)(\mu_0 + \Delta_0/2) - \mu_i \) and

\[
S_i = a_i T_i(\tau - 1) + \sqrt{L T_i(\tau - 1)}
\]

is a bound on the decrease in \( \zeta'_i \) in the first \( \tau - 1 \) rounds due to choosing arm \( i \). We will now bound \( S_i \) for each \( i > 0 \).

Analogously to the previous proof, we get the bounds

\[
S_i \leq \frac{6L}{\Delta_i} + 2, \quad \text{when } a_i \geq 0; \tag{4.24}
\]

\[
S_i \leq \frac{2L}{\Delta_i} + 1, \quad \text{otherwise}; \tag{4.25}
\]

and in the latter case, using \( ax^2 + bx \leq -b^2/4a \) gives

\[
S_i \leq \frac{L}{4a_i} = \frac{L}{4((1 + \alpha)\Delta_0/2 + \alpha \mu_0 - \Delta_i)}. \tag{4.26}
\]

Summarizing (4.24) to (4.26) gives

\[
S_i \leq \max \{ \frac{6L}{\Delta_i}, 24((1 + \alpha)\Delta_0/2 + \alpha \mu_0 - \Delta_i) \} + 2
\]

\[
\leq \frac{7L}{\max \{ \Delta_i, \Delta_0 - \Delta_i \}} + 2.
\]

Continuing with (4.23), if \( T_0(n) > \frac{4L}{\Delta_0} + 1 \), we get

\[
T_0(n) = T_0(\tau - 1) + 1 \leq \frac{2K + 1}{\alpha \mu_0} + \frac{1}{\alpha \mu_0} \sum_{i=1}^{K} \frac{7L}{\max \{ \Delta_i, \Delta_0 - \Delta_i \}}.
\]

We can now upper bound the regret by

\[
\tilde{R}_n \leq \sum_{i: \Delta_i > 0} \left( \frac{4L}{\Delta_i} + \Delta_i \right) + \frac{2(K + 1)\Delta_0}{\alpha \mu_0} + \frac{7L}{\alpha \mu_0} \sum_{i=1}^{K} \frac{\Delta_0}{\max \{ \Delta_i, \Delta_0 - \Delta_i \}}. \tag{4.21}
\]

Theorem 41 shows that we get the same order of regret for unknown \( \mu_0 \).
4.3 The Adversarial Setting

Unlike the stochastic case, in the adversarial multi-armed bandit setting we do not make any assumptions about how the rewards are generated. Instead, we analyze a learner’s worst-case performance over all possible sequences of rewards \((X_{t,i})\). In effect, we are treating the environment as an adversary that has intimate knowledge of the learner’s strategy and will devise a sequence of rewards that maximizes regret. To preserve some hope of succeeding, however, the learner is allowed to behave randomly: in each round it can randomize its choice of arm \(I_t\) using a distribution it constructs; the adversary cannot influence nor predict the result of this random choice.

Our goal is, as before, to satisfy the constraint (4.2) while bounding the regret (4.1) with high probability (the randomness comes from the learner’s actions). We assume that the default arm has a fixed reward: \(X_{t,0} = \mu_0 \in [0, 1]\) for all \(t\); the other arms’ rewards are generated adversarially in \([0, 1]\). The constraint to be satisfied then becomes \(\sum_{s=1}^{t} X_{s,I_s} \geq (1 - \alpha)\mu_0 t\) for all \(t\).

**Safe-playing strategy:** We take any standard any-time high probability algorithm for adversarial bandits and adapt it to play as usual when it is safe to do so, i.e. when \(Z_t \geq \sum_{s=1}^{t-1} X_{s,I_s} - (1 - \alpha)\mu_0 t \geq 0\). Otherwise it should play \(I_t = 0\). To demonstrate a regret bound, we only require that the bandit algorithm satisfy the following requirement.

**Definition 42.** An algorithm \(\mathcal{A}\) is \(\hat{R}_t^\delta\)-admissible (\(\hat{R}_t^\delta\) sub-linear) if for any \(\delta\), in the adversarial setting it satisfies

\[
\Pr \left( \forall t \in \{1, 2, \ldots\} \ , R_t \leq \hat{R}_t^\delta \right) \geq 1 - \delta.
\]

Note that this performance requirement is stronger than the typical high probability bound but is nevertheless achievable. For example, Neu (2015) states the following for the any-time version of their algorithm: given any time horizon \(n\) and confidence level \(\delta\), \(\Pr \left( R_n \leq \hat{R}_n^\delta(\delta) \right) \geq 1 - \delta\) for some sub-linear \(\hat{R}_n^\delta(\delta)\). If we let \(\hat{R}_t^\delta = \hat{R}_t^\delta(\delta/2t^2)\) then \(\Pr \left( R_t \leq \hat{R}_t^\delta \right) \geq 1 - \frac{\delta}{2t^2}\) holds for any fixed \(t\). Since the algorithm does not require \(n\) and \(\delta\) as input, a union bound shows it to be \(\hat{R}_t^\delta\)-admissible.
Having satisfied ourselves that there are indeed algorithms that meet our requirements, we can prove a regret guarantee for our safe-playing strategy.

**Theorem 43.** Any $\hat{R}_t^\delta$-admissible algorithm $A$, when adapted with our safe-playing strategy, satisfies the constraint (4.2) and has a regret bound of $R_n \leq t_0 + \hat{R}_n^\delta$ with probability at least $1 - \delta$ where $t_0 = \max \{ t \mid \alpha \mu_0 \leq \hat{R}_t^\delta + \mu_0 \}$.

**Proof of Theorem 43.** It is clear from the description of the safe-playing strategy that it is indeed safe: the constraint (4.2) is always satisfied.

The algorithm plays safe when the following quantity, which is a lower bound on the budget $Z_t$, is negative:

$$Z_t' = Z_t - X_{t,t} = \sum_{s=1}^{t-1} X_{s,I_s} - (1 - \alpha) \mu_0 t$$

To upper bound the regret, consider only the rounds in which our safe-playing strategy does not interfere with playing $A$’s choice of arm. Then with probability $1 - \delta$,

$$\max_{i \in \{0, \ldots, K\}} \sum_{s=1}^{t} 1\{Z_s' \geq 0\} (X_{s,i} - X_{s,I_s}) \leq \hat{R}_B^\delta(t)$$

where $B(t) = \sum_{s=1}^{t} 1\{Z_s' \geq 0\}$. Let $\tau$ be the last round in which the algorithm plays safe.

$$\mu_0 B(\tau - 1) \leq \max_i \sum_{s=1}^{\tau-1} 1\{Z_s' \geq 0\} X_{s,i}$$

$$\leq \hat{R}_B^\delta(\tau-1) + \sum_{s=1}^{\tau-1} 1\{Z_s' \geq 0\} X_{s,I_s}$$

$$= \hat{R}_B^\delta(\tau-1) + \sum_{s=1}^{\tau-1} X_{s,I_s} - \mu_0 (\tau - 1 - B(\tau - 1))$$

$$\leq \hat{R}_B^\delta(\tau-1) + (1 - \alpha) \mu_0 \tau - \mu_0 (\tau - 1 - B(\tau - 1)),$$

which indicates $\alpha \mu_0 \tau \leq \hat{R}_t^\delta + \mu_0$ and thus $\tau \leq t_0$. It follows that $R_n \leq t_0 + \hat{R}_n^\delta$.

Corollary 44. The any-time high probability algorithm of [Neu, 2015] adapted with our safe-playing strategy gives $\hat{R}_t^\delta = 7\sqrt{KT \log K} \log(\delta/4t^2)$ and

$$R_n \leq 7\sqrt{Kn \log K} \log(4n^2/\delta) + \frac{49K \log K}{\alpha^2 \mu_0^2} \log^2 \frac{4n^2}{\delta}$$

105
Corollary 44 shows that a strategy similar to that of Algorithm 7 also works for the adversarial setting. However, we pay a higher regret penalty to satisfy the constraint: \(O\left(\frac{KL^2}{\alpha \mu_0^2}\right)\), rather than the \(O\left(\frac{K\mu_0}{\alpha \mu_0}\right)\) we had in the stochastic setting. Whether this is because (i) our algorithm is sub-optimal, (ii) the analysis is not tight, or (iii) there is some intrinsic hardness in the non-stochastic setting is still not clear and remains an interesting open problem.

4.4 Lower Bound on the Regret

We now present a worst-case lower bound where \(\alpha, \mu_0\) and \(n\) are fixed, but the mean rewards are free to change. For any vector \(\mu \in [0, 1]^K\), we will write \(E_\mu\) to denote expectations under the environment where all arms have normally-distributed unit-variance rewards and means \(\mu_i\) (i.e., the fixed value \(\mu_0\) is the mean reward of arm 0 and the components of \(\mu\) are the mean rewards of the other arms). We assume normally distributed noise for simplicity: other subgaussian distributions whose parameter is kept fixed independently of the mean rewards work identically.

**Theorem 45.** Suppose for any \(\mu_i \in [0, 1] \ (i > 0)\) and \(\mu_0\) satisfying

\[
\min \{\mu_0, 1 - \mu_0\} \geq \max \left\{\frac{1}{2} \sqrt{\alpha}, \sqrt{\epsilon + 1/2}\right\} \sqrt{K/n},
\]

an algorithm satisfies \(E_\mu \left[\sum_{t=1}^n X_{t,t_i}\right] \geq (1 - \alpha)\mu_0 n\). Then there is some \(\mu \in [0, 1]^K\) such that its expected regret satisfies \(E_\mu[R_n] \geq B\) where

\[
B = \max \left\{\frac{K}{(16\epsilon + 8)\alpha \mu_0}, \frac{\sqrt{Kn}}{\sqrt{16\epsilon + 8}}\right\}.
\]

**Proof of Theorem 45.** Pick any algorithm. We want to show that the algorithm’s regret on some environment is at least as large as \(B\). If \(E_\mu[R_n] > B\) for some \(\mu \in [0, 1]^K\), there is nothing to be proven. Hence, without loss of generality, we can assume that the algorithm is *consistent* in the sense that \(E_\mu[R_n] \leq B\) for all \(\mu \in [0, 1]^K\).
For some $\Delta > 0$, define environment $\mu \in \mathbb{R}^K$ such that $\mu_i = \mu_0 - \Delta$ for all $i \in [K]$. For now, assume that $\mu_0$ and $\Delta$ are such that $\mu_i \geq 0$; we will get back to this condition later. Also define environment $\mu^{(i)}$ for each $i = 1, \ldots, K$ by

$$
\mu^{(i)}_j = \begin{cases} 
\mu_0 + \Delta, & \text{for } j = i; \\
\mu_0 - \Delta, & \text{otherwise}.
\end{cases}
$$

In this proof, we use $T_i = T_i(n)$ to denote the number of times arm $i$ was chosen in the first $n$ rounds. We distinguish two cases, based on how large the exploration budget is.

**Case 1:** $\alpha \geq \frac{\sqrt{K}}{\mu_0 \sqrt{(16e + 8)n}}$.

In this case, $B = \sqrt{\frac{Kn}{16e + 8}}$ and we use $\Delta = (4e + 2)B/n$. For each $i \in [K]$ define event $A_i = \{T_i \leq 2B/\Delta\}$. First we prove that $\Pr_{\mu}(A_i) \geq 1/2$:

$$
\Pr_{\mu}(T_i \leq 2B/\Delta) = 1 - \Pr_{\mu}(T_i > 2B/\Delta)
\geq 1 - \frac{\Delta \mathbb{E}_{\mu}[T_i]}{2B} \geq 1 - \frac{\mathbb{E}_{\mu}[R_n]}{2B}
\geq \frac{1}{2}.
$$

Next we prove that $\Pr_{\mu^{(i)}}(A_i) \leq 1/4e$:

$$
\Pr_{\mu^{(i)}}(T_i \leq 2B/\Delta) = \Pr_{\mu^{(i)}}(n - T_i \geq n - 2B/\Delta)
\leq \frac{\mathbb{E}_{\mu^{(i)}}[n - T_i]}{n - 2B/\Delta} \leq \frac{B}{\Delta n - 2B}
= \frac{1}{4e}.
$$

Note that $\mu$ and $\mu^{(i)}$ differ only in the $i$th component: $\mu_i = \mu_0 - \Delta$ whereas $\mu^{(i)}_i = \mu_0 + \Delta$. Then the KL divergence between the reward distributions of the $i$th arms is $\text{KL}(\mu_i, \mu^{(i)}_i) = (2\Delta)^2/2 = 2\Delta^2$. Define the binary relative entropy to be

$$
d(x, y) = x \log \frac{x}{y} + (1 - x) \log \frac{1 - x}{1 - y};
$$

it satisfies $d(x, y) \geq (1/2) \log(1/4y)$ for $x \in [1/2, 1]$ and $y \in (0, 1)$. By a standard change of measure argument (see, e.g., Lemma 1 of [Kaufmann et al., 2015b]) we get that

$$
\mathbb{E}_{\mu}[T_i] \cdot \text{KL}(\mu_i, \mu^{(i)}_i) \geq d(\Pr_{\mu}(A_i), \Pr_{\mu^{(i)}}(A_i)) \geq \frac{1}{2} \log \frac{1}{4(1/4e)} = \frac{1}{2}.
$$
and so $\mathbb{E}_\mu[T_i] \geq 1/4\Delta^2$ for each $i \in [K]$. Hence

$$
\mathbb{E}_\mu[R_n] = \Delta \sum_{i \in [K]} \mathbb{E}_\mu[T_i] \geq \frac{K}{4\Delta} = \frac{\sqrt{Kn}}{\sqrt{16e + 8}} = B.
$$

**Case 2:** $\alpha < \frac{\sqrt{K}}{\mu_0 \sqrt{(16e + 8)n}}$.

In this case, $B = \frac{K}{(16e + 8)\alpha\mu_0}$ and we use $\Delta = K/4\alpha\mu_0 n$. For each $i$ define the event $A_i = \{T_i \leq 2\alpha\mu_0 n/\Delta\}$. First we prove that $\text{Pr}_\mu(A_i) \geq 1/2$:

$$
\text{Pr}_\mu\{T_i \leq 2\alpha\mu_0 n/\Delta\} = 1 - \text{Pr}_\mu\{T_i > 2\alpha\mu_0 n/\Delta\}
\geq 1 - \frac{\Delta \mathbb{E}_\mu[T_i]}{2\alpha\mu_0 n} \geq 1 - \frac{\mathbb{E}_\mu[R_n]}{2\alpha\mu_0 n}
\geq \frac{1}{2},
$$

where we use the fact that

$$
\mathbb{E}_\mu[R_n] = n\mu_0 - \mathbb{E}_\mu\left[\sum_{t=1}^n X_{t,I_t}\right] \leq n\mu_0 - (1 - \alpha)\mu_0 n = \alpha\mu_0 n.
$$

Next, we show that $\text{Pr}_\mu(A_i) < 1/4e$:

$$
\text{Pr}_\mu^{(i)}(T_i \leq 2\alpha\mu_0 n/\Delta) = \text{Pr}_\mu^{(i)}(n - T_i \geq n - 2\alpha\mu_0 n/\Delta)
\leq \frac{\mathbb{E}_\mu^{(i)}[n - T_i]}{n - 2\alpha\mu_0 n/\Delta} \leq \frac{B}{\Delta n - 2\alpha\mu_0 n}
= \frac{K}{(4e + 2)K - (32e + 16)\alpha^2\mu_0^2 n}
< \frac{1}{4e}.
$$

As in the other case, we have $\mathbb{E}_\mu[T_i] > 1/4\Delta^2$ for each $i \in [K]$. Therefore

$$
\mathbb{E}_\mu[R_n] = \Delta \sum_{i \in [K]} \mathbb{E}_\mu[T_i] \geq \frac{K}{4\Delta} = \alpha\mu_0 n,
$$

which contradicts the fact that $\mathbb{E}_\mu[R_n] \leq \alpha\mu_0 n$. So there does not exist an algorithm whose worst-case regret is smaller than $B$.

To summarize, we proved that

$$
\mathbb{E}_\mu[R_n] \geq \begin{cases} 
\frac{\sqrt{Kn}}{\sqrt{16e + 8}}, & \text{when } \alpha \geq \frac{\sqrt{K}}{\mu_0 \sqrt{(16e + 8)n}} \\
\frac{K}{(16e + 8)\alpha\mu_0}, & \text{otherwise,}
\end{cases}
$$
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Theorem 45 shows that our algorithm for the stochastic setting is near-optimal (up to a logarithmic factor $L$) in the worst case. A problem-dependent lower bound for the stochastic setting would be interesting but is left for future work. Also note that in the lower bound we only use $\mathbb{E}_\mu [\sum_{t=1}^n X_t] \geq (1-\alpha)n\mu_0$ for the last round $n$, which means that the regret guarantee cannot be improved if we only care about the last-round budget instead of the anytime budget. In practice, however, enforcing the constraint in all rounds will generally lead to significantly worse results because the algorithm cannot explore early on. This is demonstrated empirically in Section 4.5 where we find that the Unbalanced MOSS algorithm performs very well in terms of the expected regret, but does not satisfy the constraint in early rounds.

Remark 46. The theorem above almost follows from the lower bound given by Lattimore (2015a), but in that paper $\mu_0$ is unknown, while here it may be known. This makes our result strictly stronger, as the lower bound is the same up to constant factors.

4.5 Experiments

We evaluate the performance of Conservative UCB compared to UCB and Unbalanced MOSS (Lattimore 2015a) using simulated data in two regimes. In the first (Fig. 4.2) we fix the horizon and sweep over $\alpha \in [0, 1]$ to show the degradation of the average regret of Conservative UCB relative to UCB as the constraint becomes harsher ($\alpha$ close to zero). In the second regime (Fig. 4.3) we fix $\alpha = 0.1$ and plot the long-term average regret, showing that Conservative UCB is eventually nearly as good as UCB, despite the constraint. Each data point is an average of $N \approx 4000$ i.i.d. samples, which makes error bars too small to see. Results are shown for both versions of Conservative UCB: The first knows the mean $\mu_0$ of the default arm while the second does not and must act more conservatively while learning this value. As predicted...
by the theory, the difference in performance between these two versions of the
algorithm is relatively small, but note that even when $\alpha = 1$ the algorithm
that knows $\mu_0$ is performing better because this knowledge is useful in the
unconstrained setting. This is also true of the BudgetFirst algorithm, which
is unconstrained when $\alpha = 1$ and exploits its knowledge of $\mu_0$ to eliminate
the default arm. This algorithm is so conservative that even when $\alpha$ is nearly
zero it must first build a significant budget. We tuned the Unbalanced MOSS
algorithm with the following parameters:

$$B_0 = \frac{nK}{\sqrt{nK} + \frac{K}{\alpha \mu_0}} \quad B_i = B_K = \sqrt{nK} + \frac{K}{\alpha \mu_0}.$$ 

The quantity $B_i$ determines the regret of the algorithm with respect to arm $i$ up
to constant factors, and must be chosen to lie inside the Pareto frontier given
by [Lattimore (2015a)]. It should be emphasised that Unbalanced MOSS does not
constrain the return except for the last round, and has no high-probability
guarantees. This freedom allows it to explore early, which gives it a significant
advantage over the highly constrained Conservative UCB. Furthermore, it also
requires $B_0, \ldots, B_K$ as inputs, which means that $\mu_0$ must be known in advance.
The mean rewards in both experiments are $\mu_0 = 0.5$, $\mu_1 = 0.6$, $\mu_2 = \mu_3 =
\mu_4 = 0.4$, which means that the default arm is slightly sub-optimal.

![Figure 4.2: Average regret for varying $\alpha$ and $n = 10^4$ and $\delta = 1/n$](image)
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Figure 4.3: Average regret as $n$ varies with $a = 0.1$ and $\delta = 1/n$

4.6 Summary

We introduced a new family of multi-armed bandit frameworks motivated by the requirement of exploring conservatively to maintain revenue and demonstrated various strategies that act effectively under such constraints. We expect that similar strategies generalize to other settings, like contextual bandits and reinforcement learning. We want to emphasize that this is just the beginning of a line of research that has many potential applications. We hope that others will join us in improving the current results, closing open problems, and generalizing the model so it is more widely applicable.
Chapter 5

Conclusions and Future Work

In this thesis we studied three variants of online learning problems with different objectives and presented our recent results. There are several interesting future directions: (i) There are still some theoretical open questions in our work, e.g. the gap between the lower and upper bound in Chapter 2, a single algorithm that achieves both asymptotic problem-dependent and worst-case optimality in Chapter 3, and the minimax regret in the adversarial setting in Chapter 4. (ii) Another interesting direction is the pure exploration and regret minimization problems in the more general partial monitoring setting (Bartók et al., 2014). To the best of our knowledge there has not been any study on the pure exploration problems in this setting. Regarding regret minimization, Komiyama et al. (2015) introduces an asymptotically problem-dependent optimal algorithm but a minimax optimal algorithm (in terms of both the time horizon and the scaling parameter) is still an open problem. Moreover, the current partial monitoring setting is limited to finite outcome spaces. Extending it to continuous outcome spaces is also an interesting future work. (iii) To further push online learning techniques into practical use, we can study other variants of problems based on real applications such as problems with new type of environments, objectives or other type of constraints in the learning process.
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