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Abstract

An accurate model of a patient’s individual survival distribution can help determine the appropriate treatment for terminal patients. Unfortunately, risk scores (e.g., from Cox Proportional Hazard models) do not provide survival probabilities, single-time probability models (e.g., the Gail model, predicting 5 year probability) only provides a probability for a single time point, and standard Kaplan-Meier survival curves provide only population averages for a large class of patients meaning they are not specific to individual patients. This motivates an alternative class of tools that can learn a model which provides an individual survival distribution which gives survival probabilities across all times.

This work motivates such “individual survival distribution” (ISD) models, explains how they differ from standard models, and gives examples of common ISD models. It then discusses ways to evaluate such models and introduces a new approach, “D-Calibration”, which determines whether a model’s probability estimates are meaningful. We also discuss how these evaluation measures differ, and use them to evaluate many ISD prediction tools (both standard and state of the art) over a range of survival datasets. We further compare ISD models to common risk (non-ISD) models to demonstrate the superiority of our ISD class of models.
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Chapter 1

Introduction

When diagnosed with a terminal disease, many patients ask about their prognosis [32]: “How long will I live?”, or “What is the chance that I will live for 1 year... and the chance for 5 years?”. Here it would be useful to have a meaningful survival distribution $S(t | \vec{x})$ that provides, for each time $t \geq 0$, the probability that this specific patient $\vec{x}$ will survive at least an additional $t$ months. Using this distribution, patient’s can answer the question “How long will I live?” by observing their own survival probability at each time point, e.g., 1 year and 5 years as above. Unfortunately, many of the standard survival analysis tools cannot accurately answer such questions: (1) risk scores (e.g., Cox proportional hazard [18]) provide only relative survival measures, but not calibrated probabilities; (2) single-time probability models (e.g., the Gail model [16]) provide a probability value but only for a single time point; and (3) class-based survival curves (like Kaplan-Meier, km [47]) are not specific to the patient, but rather an entire population.

To explain the last point, Figure 1.1[left] shows the KM curve for patients with stage-4 stomach cancer. Here, we can read off the claim that 50% of the patients will survive 11 months, and 95% will survive at least 2 months$^1$. While these estimates do apply to the population, on average, they are not

---

$^1$ In general, a survival curve is a plot where each $[x, y]$ point represents (the curve’s claim that) there is a $y\%$ chance of surviving at least $x$ time. Hence, in Figure 1.1[left], the $[11 \text{ months}, 50\%]$ point means this curve predicts a 50% chance of living at least 11 months (and hence a $100-50 = 50\%$ chance of dying within the first 11 months). The $[2 \text{ months}, 95\%]$ point means a 95% chance of surviving at least 2 months, and the $[51 \text{ months}, 5\%]$ point means a 5% chance of surviving at least 51 months.
designed to be calibrated for an individual patient since these estimates do not include patient-specific information such as age, treatments administered, or general health conditions. It would be better to directly, and correctly, incorporate these important factors $\tilde{x}$ explicitly in the prognostic models.

This heterogeneity of patients, coupled with the need to provide probabilistic estimates at several time points, has motivated the creation of several individual survival time distribution (ISD) tools, each of which can use this wealth of healthcare information from earlier patients, to learn a more accurate prognostic model, which can then predict the ISD of a novel patient based on all available patient-specific attributes. This thesis considers several ISD models: the Accelerated Failure Time (AFT) model $[44]$, the Kalbfleisch-Prentice extension of the Cox model (COX-KP) $[44]$, the Kalbfleisch-Prentice extension of the Cox Elastic Net model (COXEN-KP) $[80]$, the Multi-task Logistic Regression (MTLR) model $[82]$, the Random Survival Forest model with Kaplan-Meier extensions (RSF-KM), and a deep learning model (DEEPHIT).

Figure 1.1 (middle, right) show survival curves (generated by MTLR) for two of these stage-4 stomach cancer patients, which incorporate other information about these individual patients, such as the patient’s age, gender, blood work, etc. We see that these prognoses are very different; in particular, MTLR predicts that [middle] Patient #1’s median survival time is 20.2 months, while [right] Patient #2’s is only 2.6 months. The blue vertical lines show the actual times of death; we see that each of these patients passed away very close to MTLR’s predictions of their respective median survival times.

One could then use such curves to make decisions about the individual patient. Of course, these decisions will only be helpful if the model is giving accurate information — *i.e.*, only if it is appropriate to tell a patient that s/he has a 50% chance of dying before the median survival time of this predicted curve, and a 25% chance of dying before the time associated with the 25% on the curve, etc.

We focus on ways to *learn* such models from a survival dataset, describing earlier individuals. Survival prediction is similar to regression as both involve learning a model that regresses the features of an individual to estimate the
value of a dependent real-valued response variable – here, that variable is “time to event” (where the standard event is “death”). However, survival prediction differs from the standard regression task as its response variable is not fully observed in all training instances. Many of the instances are “right censored” \[39\], in that we only see a lower bound of the response value. This might happen if a subject was alive when the study ended, meaning we only know that she lived at least (say) 5 years after the starting time, but do not know whether she actually lived 5 years and a day, or 30 years. This also happens if a subject drops out of a study, after say 2.3 years, and is then lost to follow-up; etc. Moreover, one cannot simply ignore such instances as it is common for many (or often, most) of the training instances to be right-censored. Such “partial label information” is problematic for standard regression techniques, which assume the label is completely specified for each training instance. Fortunately, there are survival prediction algorithms that can learn an effective model from a cohort that includes such censored data.

Each such “survival dataset” contains descriptions of a set of instances (e.g., patients), as well as two “labels” for each: one is the time, corresponding to the time from diagnosis to a final date (either death, or time of last follow-up) and the other is the status bit, which indicates whether the patient was alive at that final date.

This survival distribution \( S(t) \) is related to a number of other functions
commonly found in the survival analysis literature. Instead of modelling $S(t)$, many models instead focus on the hazard function,

$$h(t) = \lim_{\Delta t \to 0} \frac{Pr(t \leq T < t + \Delta t \mid T \geq t)}{\Delta t} = \frac{f(t)}{S(t)}, \quad (1.1)$$

where $f(t)$ is the probability distribution function (PDF) of event times. The hazard function $h(t)$ can be seen as the instantaneous rate of failure in the next instant, given survival up until time $t$. Chapters 2 and 4 will introduce a number of frameworks and models, some of which are designed to analyze a patient’s risk of an event, typically associated with the hazard function, and others that estimate the probability of survival, corresponding to $S(t)$.

### 1.1 Thesis Contributions

There are four major contributions of this thesis:

- We motivate the need for ISD models by showing the differences between ISD models and the standard survival analysis models.

- We give an in-depth review of current evaluation measures as well as introduce the novel D-Calibration.

- We perform a robust empirical analysis of 6 different ISD models across a variety of evaluation metrics and provide guidelines for usage.

- We show that ISD models while being more versatile and flexible still perform as well as non-ISD risk models.

### 1.2 Other Contributions

In addition to this thesis, I have contributed to some works that do not lie within the scope of this thesis. One concerns uncertainty estimation in survival prediction. Since survival prediction involves predicting an entire distribution $S(t \mid \vec{x})$ for every patient (as opposed to regression that predicts a single point estimate $\in \mathbb{R}$ for each patient) there is no ground truth to evaluate against. While there is a ground truth for the event time (death), individual survival
distributions are never known so evaluating the “correctness” of two different survival distributions for the same patient becomes problematic. This challenge extends to uncertainty estimation as now confidence/credible bands are calculated as opposed to simpler confidence/credible intervals. I co-supervised a group project that derived a method for predicting simultaneous prediction intervals (forming a prediction band) through posterior sampling and greedy hill climbing; the resulting work has been accepted by the 2019 International Joint Conference on Artificial Intelligence (IJCAI) [64].

Survival prediction tools also can also be applied to other events outside of healthcare. Namely, one area is the estimation of reservation prices, defined as the highest price a consumer is willing to pay for a unit of a good or service. Given purchasing information, a consumer deciding to purchase an item can be seen as a right censored observation of their true reservation price – i.e., their reservation price was greater than or equal to the price for which they purchased the item. A consumer failing to purchase an item is left censored – i.e., their reservation price was lower than the retail price. This was the topic of P. Jin’s master’s thesis in 2015. I contributed to an extended version of this thesis by generating entirely new empirical results, which has been since submitted and is under review at JMLR.

1.3 Outline

Chapter 2 summarizes the different frameworks used in survival analysis, specifically outlining the difference between risk vs. probabilistic frameworks, single time vs. multiple time point frameworks, and individual vs. group frameworks. Given these frameworks, Chapters 3 summarizes the metrics that can be used to evaluate survival prediction models and introduces a new metric, D-Calibration. Chapter 4 presents a number of ISD and non-ISD models including some standard approaches as well as some very recent methods including deep learning approaches to survival prediction. Using the metrics and models introduced in Chapters 3 and 4, Chapter 5 performs an empirical analysis across a wide variety of survival datasets. Chapter 6 concludes the
thesis by discussing the implications of the empirical experiments and argues that ISD models offer a more effective and versatile method for survival prediction. Appendices are also included; Appendix A discusses how we extend survival curves past the last estimated survival time, Appendix B includes details and proofs regarding evaluation metrics used for survival prediction and Appendix C includes detailed empirical results corresponding to Chapter 5.
Chapter 2

Survival Analysis/Prediction Systems

There are many different survival analysis/prediction tools, designed to deal with various different tasks. We focus on tools that learn the model from a survival dataset,

\[ D = \{ [\vec{x}_i, t_i, \delta_i] \}_{i} \]

that provides the values for features \( \vec{x}_i = [x_i^{(1)}, \cdots, x_i^{(k)}] \) for each member of a cohort of historical patients, as well as the actual time of the “event” \( t_i \in \mathbb{R}^\geq 0 \) which is either death (uncensored) or the last visit (censored), and a bit \( \delta \in \{0, 1\} \) that serves as the indicator for death.\(^2\) See Figure 2.1, in the context of our ISD framework.

Here, we assume \( \vec{x} \) is a vector of feature values describing a patient, using information that are available when that patient entered the study – e.g., when the patient was first diagnosed with the disease, or started the treatment. Additionally, we assume each patient has a death time, \( d_i \), and a censoring time, \( c_i \), and assign \( t_i := \min\{d_i, c_i\} \) and \( \delta_i = \mathcal{I}[d_i \leq c_i] \) where \( \mathcal{I}[\cdot] \) is the indicator function – i.e., \( \delta_i := 1 \) if \( d_i \leq c_i \) (death) or \( \delta_i := 0 \) if \( d_i > c_i \) (censored). We follow the standard convention that \( d_i \) and \( c_i \) are assumed

\(^1\)Recall from the preface this chapter is generated from collaborative work found in our submission to JMLR [34].

\(^2\)Throughout this work we focus on only right censored survival data. Additionally, we constrain our work to the standard machine-learning framework, where our predictions are based only on information available at fixed time \( t_0 \) (e.g., start of treatment). While these descriptions all apply when dealing with the time to an arbitrary \textit{event}, our descriptions will primarily refer to “time to death”.

7
Figure 2.1: Machine Learning paradigm for learning, then using, an ISD (Individual Survival Distribution) Model.

To help categorize the space of survival prediction systems, we consider three independent characteristics:

- **[R vs P]** whether the system provides, for each patient, a risk score \( r(\vec{x}) \in \mathbb{R} \) versus a probabilistic value \( \in [0, 1] \) (perhaps \( \hat{S}(t | \vec{x}) \)).

- **[1\_t\_\ast vs 1\_\forall vs \infty]** whether the system returns a *single* value for each patient (associated either with a single time “1\_t\_\ast” or with the overall survival “1\_\forall”), versus a range of values, one for each time. Here 1\_t\_\ast might refer to \( \hat{S}(t^\ast | \vec{x}) \in [0, 1] \) for a single time \( t^\ast \) and 1\_\forall if there is a single “atemporal” value (think of the standard risk score, which is not linked to a specific time), vs \( \infty \) that refers to \{ [t, \hat{S}(t | \vec{x})] \}_{t \geq 0} \) over all future times \( t \geq 0 \).

- **[i vs g]** whether the result is “i” specific to a single individual patient (*i.e.*, based on a large number of features \( \vec{x} \)) or is “g” general to the population. This \( g \) also applies if the model deals with a small *fixed set of subpopulations* – perhaps each contains all patients with certain values of only one or two features (*e.g.*, subpopulation \( p1 \) is all men under 50, \( p2 \) are men over 50, and \( p3 \) and \( p4 \) are corresponding sets of women), or
Figure 2.2: Dimensions for cataloging types of Survival Analysis/Prediction tools [left] – and examples of certain tools.

Each subpopulation is a specified range of some computation (e.g., \( p_1' \) are those with BMI < 20, \( p_2' \) with BMI \( \in [20, 30] \) and \( p_3' \), with BMI > 30).

This section summarizes 6 (of the \( 2 \times 3 \times 2 = 12 \)) classes of survival analysis tools (see Figure 2.2), giving typical uses of each, then discusses how they are interrelated.

2.1 \([R,1\forall,i]\): 1-value Individual Risk Models (COX)

An important class of survival analysis tools compute “risk” scores, \( r(\vec{x}) \in \mathbb{R} \) for each patient \( \vec{x} \), with the understanding that \( r(\vec{x}_a) > r(\vec{x}_b) \) corresponds to predicting that \( \vec{x}_a \) will die before \( \vec{x}_b \). Hence, this is a discriminative tool for comparing pairs of patients, or perhaps for “what if” analysis of a single patient (e.g., if he continues smoking, versus if he quits). These systems are typically evaluated using a discriminative measure, such as “Concordance” (discussed in Chapter 3.1). Notice these tools each return a single real value for each patient.

One standard generic tool here is the Cox Proportional Hazard (COX) model [18], which is used in a wide variety of applications. This models the
hazard function as

$$h_{\text{cox}}(t, \vec{x}) = h_0(t) \exp(\vec{\beta}^T \vec{x})$$  \hspace{1cm} (2.2)$$

where $\vec{\beta}$ are the learned weights for the features, and $h_0(t)$ is the baseline hazard function. We view this as a Risk Model by ignoring $h_0(t)$ (as $h_0(t)$ is the same for all patients), and focusing on just $\exp(\vec{\beta}^T \vec{x}) \in \mathbb{R}^+$. (But see the cox-kp model below, in [P,∞,i].)

There are many other tools for predicting an individual’s risk score, typically with respect to some disease; see for example the Colditz-Rosner model \[15\], and the myriad of others appearing on the Disease Risk Index website\[3\]. For all of these models, the value returned is atemporal, i.e., it does not depend on a specific time. There are also tools that produce [R,∞,i] models (e.g. time-dependent Cox) that return a risk score for each of many different time points; see Section 3.1.

2.2 $[R,1_{t^*},g]$: Single-time Group Risk Predictors: Prognostic Scales (PPI, PaP)

Another class of risk predictions explicitly focus on a single time, leading to prognostic scales, some of which are computed using Likert scales \[60\]. For example, the Palliative Prognostic Index (PPI) \[53\] computes a risk score for each terminally ill patient, which is then used to assign that patient into one of three groups. It then uses statistics about each group to predict that patients in one group will do better at this specific time (here, 3 weeks), than those in another group. Similarly, the Palliative Prognostic Score (PaP) \[57\] uses a patient’s characteristics to assign him/her into one of 3 risk groups, which can be used to estimate the 30-day survival risk. There are many other such prognostic scales, including \[3\], \[14\], \[36\]. Again, these tools are typically evaluated using Concordance. \[4\]

\[http://www.diseaseriskindex.harvard.edu/update/\]

\[\text{Here, they do not compare pairs of individuals from the same group, but only patients from different groups, whose events are comparable (given censoring); see Chapter 3.1}\]
2.3 \([P,1_{t^*},i]\): Single-time Individual Probabilistic Predictors (Gail, PredictDepression, Fractional Logistic Regression)

Another class of single-time predictors each produce a survival probability \(\hat{S}(t^* | \mathbf{x}) \in [0, 1]\) for each individual patient \(\mathbf{x}\), for a single fixed time \(t^*\) – which is the probability \(\in [0, 1]\) that \(\mathbf{x}\) will survive to at least time \(t^*\). For example, the Gail model \([16]\)

[^16]: estimates the probability that a woman will develop breast cancer within 5 years based on her responses to a set of survey questions. Similarly, the PredictDepression system [PredDep] \([72]\)

[^72]: predicts the probability that a patient will develop a major depressive episode in the next 4 years based on a small number of responses. There is also a general model that extends fractional logistic regression to deal with censored data \([67]\), which can then be used to predict survival probabilities for a fixed (small) number of time points.

Notice these probability values have semantic content by themselves for a single patient, and are labels for individual patients, rather than risk-scores (which recall are only meaningful within the context of other patients’ risk scores). These systems should be evaluated using a calibration measure, such as 1-Calibration or Brier score (discussed in Sections 3.3 and 3.4).

2.4 \([P,\infty,g]\): Group Survival Distribution (KM)

There are many systems that can produce a survival distribution: a graph of \([t, \hat{S}(t)]\), showing the survival probability \(\hat{S}(t) \in [0, 1]\) for each time \(t \geq 0\); see Figure 1.1. The Kaplan-Meier analytic tool (KM) is at the “class” level, producing a distribution designed to apply to everyone in a sub-population: \(\hat{S}(t | \mathbf{x}) = \hat{S}(t)\), for every \(\mathbf{x}\) in some class, e.g., the KM curve in Figure 1.1 [left] applies to every patient \(\mathbf{x}\) with stage-4 stomach cancer. The SEER website[^7] provides a set of Kaplan-Meier curves, for each of several cancers. While

[^7]: http://seer.cancer.gov/
patients can use such information to estimate their survival probabilities, the original goal of that analysis is to better understand the disease itself, perhaps by seeing whether some specific feature made a difference, or if a treatment was beneficial. For example, we could produce one curve for all stage-4 stomach cancer patients who had treatment tA, and another for the disjoint subset of patients who had no treatment; then run a log-rank test to determine whether (on average) patients receiving treatment tA survived statistically longer than those who did not. Chapter 3 below describes various ways to evaluate [P,∞,i] models; we will use these measures to evaluate KM models as well.

2.5 [P,∞,i]: Individual Survival Distribution, ISD (AFT, COX-KP, RSF-KM, MTLR, DEEPHIT)

The previous two sections described two frameworks:

- [P,1*,i] tools, which produce an individualized probability value \( \hat{S}(t^* | \vec{x}_i) \in [0, 1] \), but only for a single time \( t^* \); and

- [P,∞,g] tools, which produce the entire survival probability curve \( \{ t, \hat{S}(t | \vec{x}_i) \} \) for all points \( t \geq 0 \), but are not individuated – i.e., the same curve for all patients \( \{ \vec{x}_i \} \).

Here, we consider an important extension: a tool that produces the entire survival probability curve \( \{ [t, \hat{S}(t | \vec{x}_i)] \} \) for all points \( t \geq 0 \), specific to each individual patient, \( \vec{x}_i \). As noted in the previous section, this is required by any application that requires knowing meaningful survival probabilities for many time points. We will see that this model also allows us to compute other useful statistics, such as a specific patient’s expected survival time. We call each such system an “Individual Survival Distribution” (ISD) model. While the Cox model is often used just to produce the risk score, it can be used as an ISD, given an appropriate (learned) baseline hazard function \( h_0(t) \); see Equation 4.2. We estimate this using the Kalbfleisch-Prentice (KP) estimator \([44]\), and call this combination “COX-KP”. We also explore five other models: the
regularized version of Cox using an elastic net with the KP extension [81], (COXEN-KP), the Accelerated Failure Time model [44] with the Weibull distribution (AFT), Random Survival Forests with the Kaplan-Meier extension (RSF-KM) [42], Multi-task Logistic Regression system (MTLR) [82], and a deep neural network model, (DEEPHIT) [50]. Chapter 4 briefly describes each of these models and Figure 2.3 shows the curves from these various models, each over the same set of individuals.

Figure 2.3: Survival curves of 10 cancer patients for all six ISD models considered here, evaluated on the NACD dataset (described in Chapter 5.1). Note that the set of curves for AFT (with the Weibull distribution), COX-KP, and COXEN-KP each have roughly the same shape, and do not cross, due to the proportional hazards assumption, whereas the curves for all other ISD models can cross and have different shapes.
Above, we briefly mentioned three evaluation methods: Concordance, 1-Calibration, and Brier score. We show below that we can use any of these methods to evaluate a ISD model. In addition, we can also use variants of “L1-loss”, to see how a predicted single-time differs from the true time of death; see Section 3.2 Each of these 4 evaluation methods considers only a single time point of the distribution, or an average of scores, each based on only a single time, or a single statistic (such as its median value). We also consider a novel evaluation measure, “D-Calibration”, that uses the entire distribution of estimated survival probabilities; see Section 3.5

2.6 Other Issues

(1) The goal of many Survival Analysis tools is to identify relevant variables, which is different from our challenge here, of making a prediction about an individual. For example, some researchers use KM to test whether a variable is relevant, e.g., they partition the data into two subsets, based on the value of that variable, then run KM on each subset, and declare that variable to be relevant if a log-rank test claims these two curves are significantly different [35]. It is also a common use of the basic COX (and AFT) model – in essence, by testing if the $\hat{\beta}_i$ coefficient associated with feature $x_i$ (in Equation 4.2) is significantly different from 0 [69].

(2a) This “$g$ vs $i$” distinction is not always crisp, as it depends on how many variables are involved – e.g., models that “describe” each instance using no variables (like KM) are clearly “$g$”, while models that use dozens or more variables, enough to distinguish each patient from one another, are clearly “$i$”. But models that involve 2 or 3 variables typically will place each patient into one of a small number of “clusters”, and then assign the same values to each member of a cluster. By convention, we will catalog those models as “$g$” as the decision is not intended to be at an individual level.

(2b) Similarly, the “$1_t$” vs “$\infty$” distinction can be blurry, if considering a system that produces a small number $k > 1$ of predictions for each individual, e.g., the Gail model actually provides a prediction of both 5 year and 25 year
survival. We consider this system as a pair of “1∗”-predictors, as those two models are different; technically, we could view them as “Gail[5year]” versus “Gail[25year]” models.

### 2.7 Relationship of Distributional Models to Other Survival Analysis Systems

We will use the term “Distributional Model” to refer to algorithms within the [P,∞,g] and [P,∞,i] frameworks – i.e., both KM and ISD models. Note that such models can match the functionality of the first 3 “personalized” approaches. First, to emulate [P,1∗,i], we just need to evaluate the distribution at the specified single time \( t^∗ \), i.e., \( \hat{S}(t^∗ | \vec{x}) \). So for Patient #1 (from Figure 1.1), for \( t^∗ = “48 months” \), this would be 20%. Second, to emulate [R,1∗,i], we can just use the negative of this value as the time-dependent risk score – so the 4-year risk for Patient #1 would be -0.20. Third, to deal with [R,1∀,i], we need to reduce the distribution to a single real number, where larger values indicate shorter survival times. A simple candidate is the individual distribution’s median value, which is where the survival curve crosses 50%. So for Patient #1 in Figure 1.1, the median is \( \hat{t}_1^{(0.5)} = 16 \) months. We can then view (the negative of) this scalar as the risk score for that patient. So for Patient #1, the “risk” would be \( r(\vec{x}_1) = -16 \). Fourth, to view the ISD model in the [R,1∀,g] framework, we need to place the patients into a small number of “relatively homogeneous” bins. Here, we could quantize the (predicted) median value, e.g., mapping a patient to Bin#1 if that median is in [0, 15), Bin#2 if in [15, 27), and Bin#3 if in [27, 70]. Here, this Patient#1 would be assigned to Bin#2. Fifth, to view the ISD model in the [R,1∀,g] framework, associated with a time \( t^∗ \), we could quantize the \( t^∗ \)-probability, e.g., quantize the \( \hat{S}(t^∗ = 48 \text{ months} | \vec{x}) \) into 4 bins corresponding to the intervals [0, 0.20), [0.20, 0.57), [0.57, 0.83], and [0.83, 1.0].

These simple arguments show that a distributional model can produce the

---

Another candidate is the mean value of the distribution, which corresponds to the area under the survival curve; see Theorem B.1.1.
scalars used by five other frameworks \([P,1_{t^i},i], [R,1_{t^i},i], [R,1_{v^i}], [R,1_{v^g}], [R,1_{t^g}].\) Of course, a distributional model can also provide other information about the patient – not just the probability associated with one or two time points, but at essentially any time in the future, as well as the mean/median value. Another advantage of having such survival curves is visualization (see Figure 1.1): it allows the user (patient or clinician) to see the shape of the curve, which provides more information than simply knowing the median, or the chance of surviving 5 years, etc.

There are some subtle issues related to producing meaningful survival curves, e.g., many curves end at a non-zero value: note the top AFT curve (Patient 4) in Figure 2.3 (top left) stops at \((67, 0.50)\), rather than continue to intersect the x-axis at, perhaps \((103, 0.0)\). This is true for many of the curves produced by the ISDs. Indeed, some of the curves do not even cross \(y = 0.5\), which means the median time is not well-defined; cf. the top line (Patient 4) on the COX-KP curve (top right), which stops at \((67, 0.55)\), as well as many of the other curves throughout that figure. This causes many problems, in both interpreting and evaluating ISD models. Appendix A shows how we address this.
Chapter 3

Evaluating Survival Analysis/Prediction Models

The previous chapter mentioned 5 ways to evaluate a survival analysis/prediction model: Concordance, 1-Calibration, Brier score, L1-loss, and D-Calibration. This chapter will describe these – summarizing the first four (standard) evaluation measures (leaving some details for Appendix B) and then providing a more thorough motivation and description of the fifth, D-Calibration. The next chapter shows how the seven distribution-learning models perform with respect to these evaluations.

For notation, we will assume models were trained on a training dataset, formed from the same triples as shown in Equation 2.1, that is $D = D_U \cup D_C$ where $D_U = \{ [\vec{x}_j, d_j, \delta_j = 1] \}_j$ is the set of uncensored instances (notice the event time, $t_j$, here is written as $d_j$), and $D_C = \{ [\vec{x}_k, c_k, \delta_k = 0] \}_k$ is the set of censored instances (here $t_k$ is written as $c_k$). Note also that this training dataset $D$ is disjoint from the validation dataset, $V$. We will first introduce each evaluation metric, then describe how it is computed on solely uncensored data and then introduce the modifications required to incorporate censored data. As above, let $V = V_U \cup V_C$ where $V_U$ is the set of uncensored instances and $V_C$ is the set of censored instances.
Table 3.1: Simple example to illustrate Concordance (here, with only uncensored patients). Left: time of death, and risk score, for 5 patients. Right: “+” means the row-patient had a lower risk, and died after, the column-patient; otherwise “0”.

### 3.1 Concordance

As noted above, each individual risk model \([R,1,\cdot,\cdot] \) (i.e., \([R,1,\cdot,\cdot,i]\) or \([R,1,\cdot,\cdot,g]\), where \(1,\cdot,\cdot\) can be either \(1_t,\cdot,\cdot\) or \(1_\forall,\cdot,\cdot\)) assigns to each individual \(\vec{x}\), a “risk score” \(r(\vec{x}) \in \mathbb{R}\), where \(r(\vec{x}_a) > r(\vec{x}_b)\) means the model is predicting that \(\vec{x}_a\) will die before \(\vec{x}_b\). Concordance (a.k.a. C-statistic, C-index) is commonly used to validate such risk models. Specifically, Concordance considers each pair of patients, and asks whether the predictor’s values for those patients matches what actually happened to them. In particular, if the model gives \(\vec{x}_a\) a higher score than \(\vec{x}_b\), then the model gets 1 point if \(\vec{x}_a\) dies before \(\vec{x}_b\). If instead \(\vec{x}_b\) died before \(\vec{x}_a\), the model gets 0 points for this pair. Concordance computes this for all pairs of comparable patients, and returns the average.

When considering only uncensored patients, every pair is comparable, which means there are \(\binom{n}{2} = \frac{n(n-1)}{2}\) pairs from \(n = |V_U|\) elements. Given these comparable pairs, Concordance is calculated as,

\[
\hat{C}(V_U, r(\cdot)) = \frac{1}{2 |V_U| \cdot (|V_U|-1)} \sum_{[\vec{x}_i,d_i] \in V_U} \sum_{[\vec{x}_j,d_j] \in V_U: d_i < d_j} \mathbb{I} \left[ r(\vec{x}_i) > r(\vec{x}_j) \right].
\]

As an example, consider the table of death times \(d_i\) and risk scores, for 5 patients, shown in Table 3.1[left]. Table 3.1[right] shows that these risk scores are correct in 7 of the \(\binom{5}{2} = 10\) pairs, so the Concordance here is \(7/10 = 0.7\).

This Concordance measure is relevant when the goal is to rank or discriminate between patients, e.g., when one wants to know who will live longer between a pair of patients. Consider, for example, if we want to transplant
an available liver to the patient who will die first – this corresponds to “urgency”. Concordance is the desired metric here due to its interpretation, i.e. given two randomly selected patients, \( \vec{x}_a \) and \( \vec{x}_b \), if a model with Concordance of 0.7 assigns a higher risk score to \( \vec{x}_a \) than \( \vec{x}_b \), then there is a 70% chance that \( \vec{x}_a \) will die before \( \vec{x}_b \). Hence, Concordance is actually a generalization of the Wilcoxon-Mann-Whitney statistics (corresponding to area under the ROC curve) to continuous data – i.e., here dealing with event times as opposed to a discrete classification problem \[37\], \[52\], \[75\].

Ranking and discriminating between patients becomes challenging for censored data. For example, suppose we have two patients who were censored at times \( t_1 \) and \( t_2 \). Since both patients were censored, there is no way to know which patient died first and hence the risk scores for these patients are incomparable. However, if one patient’s censored time is later than the death time of a second patient, then we do know the true survival order of this pair: the second patient died before the first.

To be precise, we first need to define the set of comparable pairs, which is the subset of pairs of indices (here using the validation dataset \( V \) and recalling that \( \delta = 1 \) indicates a patient who died (uncensored)) containing all pairs of instances when we know which patient died first:

\[
\text{CP}(V) = \{ [i, j] \in V \times V \mid t_i < t_j \text{ and } \delta_i = 1 \} .
\] (3.2)

Notice when the earlier event is uncensored (a death), we know the ordering of the deaths (whether the second time is censored or not) – see Figure 3.1. The \( t_i < t_j \) condition is to prevent double-counting, and ensure that \( |\text{CP}(V)| \leq \binom{|V|}{2} \).

We then consider how many of the possible pairs our predictor put in the correct order: That is, of all \([i, j]\) pairs in \(\text{CP}(V)\), we want to know how often \(r(\vec{x}_i) > r(\vec{x}_j)\) given that \(t_i < t_j\). Hence, the Concordance index of \(V\), with respect to the risk scores, \(r(\cdot)\), is

\[
\hat{C}(V, r(\cdot)) = \frac{1}{|\text{CP}(V)|} \sum_{i \colon \delta_i = 1} \sum_{j \colon t_i < t_j} \mathbb{I} \left[ r(\vec{x}_i) > r(\vec{x}_j) \right].
\] (3.3)

Still, one remaining issue is how to handle ties, in either risk scores or
Figure 3.1: Depiction of Concordance comparisons, including censored patients. Black and white circles indicate uncensored and censored patients, respectively. Each $d_i$ is the death time for an uncensored patient, and each $c_j$ is the censoring time for a censored patient. We can only compare: uncensored patients who died prior to a censored patient’s censoring time, or an uncensored patient’s death time. Here, time increases as we go left-to-right; hence $d_1 < c_2 < d_3 < c_4 < d_5$. Here, we can compare 6 of the $\binom{5}{2} = 10$ pairs of patients. Figure adapted from [73].

death times – i.e., for two patients, Patient A and Patient B, consider either $r(\vec{x}_A) = r(\vec{x}_B)$ or $d_A = d_B$. Two standard approaches are (1) to give the model a score of 0.5 for ties (of either risk scores or death times), or (2) to remove tied pairs entirely [79]. The first option relates to Kendall’s tau [48], and the second with the Goodman-Kruskal gamma [28]. The empirical evaluations (given in Chapter 5.2) use the first, as this gives Kaplan-Meier a Concordance index of 0.5 since Kaplan-Meier assigns everyone the same risk score. If we use the second option (excluding ties), then the Concordance for the Kaplan-Meier model is not well-defined.

While $[R, 1, i]$ models (such as cox) provide a risk score that is independent of time, there are also $[R, \infty, i]$ models that produces a risk score $r(\vec{x}, t)$ for an instance $\vec{x}$ that depends on time $t$; such as Aalen’s additive regression model [1] or time-dependent Cox (td-Cox) [23], which uses time-dependent features. These models can be evaluated using time-dependent Concordance [6].

Finally, the $[R, - , g]$ systems compute a risk score, but then bin these scores into a small set of intervals. When computing Concordance, they then only consider patients in different bins. For example, if Bin1 = [0, 10] and Bin2 = [11, 20], then this evaluation would only consider pairs of patients $(\vec{x}_a, \vec{x}_b)$ where one is in Bin1 and the other is in Bin2, e.g., $r(\vec{x}_a) \in [0, 10]$ and $r(\vec{x}_b) \in$
[11, 20]. Hence, it will not consider the pair \((\bar{x}_c, \bar{x}_d)\) if both \(r(\bar{x}_c), r(\bar{x}_d) \in [11, 20]\).

### 3.2 L1-loss

Survival prediction is very similar to regression: given a description of a patient, predict a real number (his/her time of death). With this similarity in mind, one can evaluate a survival model using the techniques used to evaluate regression tasks, such as L1-loss – the average absolute value of the difference between the true time of death, \(d_i\), and the predicted time \(\hat{d}_i\): 

\[
\frac{1}{n} \sum_i |d_i - \hat{d}_i|.
\]

We consider the L1-loss, rather than L2-loss (which squares the differences), as the distribution of survival times is often right skewed, and L1-loss is less swayed by outliers than the L2-loss.

One challenge in applying this measure to our \([P, \infty, -]\) models is identifying the predicted time, \(\hat{d}_i\). Here, we will use the predicted median survival time, that is \(\hat{d}_i = t_i^{(0.5)}\), leading to the following measure:

\[
L1(V_U, \{ \hat{S}(\cdot | \bar{x}_i) \}_i) = \frac{1}{|V_U|} \sum_{[\bar{x}_i, d_i] \in V_U} |d_i - t_i^{(0.5)}|.
\]  

(3.4)

While we would like this value to be small, we should not expect it to be 0: if the distribution is meaningful, there should be a non-zero chance of dying at other times as well. For example, while the L1-loss is 0 for the Heaviside distribution at the time of death (shown in green in Figure 3.2), this is unrealistic.

The L1-loss does not directly apply to survival data as typical regression problems require having precise target values for each instance; here, many

![Figure 3.2: Example of a survival curve (in red), superimposed (in green) with a degenerate curve that puts all of its weight on a single time point (which means it assigns 100% chance of dying at exactly this time).](image)
instances are censored, i.e., providing only lower bounds for the target values. One option is to simply remove all the censored patients and use the L1-loss given by Equation 3.4 (which we call “Uncensored L1-Loss”); however, this will likely bias the true loss as patients who live longer also have more exposure to becoming censored.

One way to incorporate censoring is to use the Hinge loss for censored patients, which assigns 0 loss to any patient whose censoring time $c_k$ is prior to the estimated median survival time, $\hat{t}_{(0.5)}^k$, i.e., a loss of 0 if $c_k < \hat{t}_{(0.5)}^k$ – and a loss of $c_k - \hat{t}_{(0.5)}^k$ if the censoring time is greater than $\hat{t}_{(0.5)}^k$. That is:

$$L_{1\text{hinge}}(V, \{\hat{t}_{(0.5)}^j\}_j) = \frac{1}{|V|} \left[ \sum_{j \in V_U} |d_j - \hat{t}_{(0.5)}^j| + \sum_{k \in V_C} [c_k - \hat{t}_{(0.5)}^k]_+ \right]$$

(3.5)

where $V_U$ is the subset of the validation dataset that is uncensored, and $V_C$ is the censored subset, and $[a]_+$ is the positive part of $a$, i.e.,

$$[a]_+ = \max\{a, 0\} = \begin{cases} a & \text{if } a \geq 0 \\ 0 & \text{otherwise} \end{cases}$$

This is an optimistic lower bound on the L1-loss for two reasons: (1) it gives a loss of 0 if the censoring occurs prior to the estimated survival time, implying that $d_k = \hat{t}_{(0.5)}^k$, and (2) it gives a loss of $c_k - \hat{t}_{(0.5)}^k$ if the censoring time occurs after the estimated survival time, which assumes that $d_k = c_k$. Both are the best possible values for the unknown $d_k$, given the constraints.

One weakness of the L1-Hinge loss is that if a model predicts very large survival times for all patients (both censored and observed), the hinge loss will give 0 loss for the censored patients; in datasets with a large proportion of censored patients, this leads to an optimistic score overall. Thus the hinge loss will favor models that tend to largely overestimate survival times as opposed to those models underestimating survival time.

A third variant of L1-loss, the $L1$-Margin loss, assigns a “Best-Guess” value to the death time corresponding to $c_k$, which is the patient’s conditional expected survival time given they have survived up to $c_k$ – given by

$$BG(c_k) = c_k + \frac{\int_{c_k}^\infty S(t) dt}{S(c_k)}$$

(3.6)
where \( S(\cdot) \) is the appropriate survival function; Theorem B.1.1 proves this value corresponds to the conditional expectation. In practice we use Kaplan-Meier estimate, \( \hat{S}_{KM}(\cdot) \), generated from the training dataset (disjoint from the validation dataset) as our estimate of \( S(\cdot) \) in Equation 3.6.

We also realized that these \( BG(c_k) \) estimates are more accurate for some patients, than for others. If \( c_k \approx 0 \) – that is, if the patient was censored near the beginning time – then we know very little about the true timing of when the death occurred, so the estimate \( BG(c_k) \) is quite vague, which suggests we should give very little weight to the associated loss, \( |BG(c_k) - \hat{t}_k^{(0.5)}| \). Letting \( \alpha_k \) be the weight associated with these terms, we would like \( \alpha_k \approx 0 \). On the other hand, if \( c_r \) is large – towards the longest survival time observed (call it \( d_{max} \)) – then there is a relatively narrow gap of time where this \( \vec{x}_r \) could have died (probably within the small interval \( (c_r, d_{max}) \)); here, we should give a large weight to loss associated with this estimate.

This motivates us to define

\[
L1_{margin}(V, \{\hat{t}_j^{(0.5)}\}) = \frac{1}{\gamma} \left[ \sum_{j \in V_U} |d_j - \hat{t}_j^{(0.5)}| + \sum_{k \in V_C} \alpha_k |BG(c_k) - \hat{t}_k^{(0.5)}| \right] \tag{3.7}
\]

where \( \gamma = |V_U| + \sum_{k \in V_C} \alpha_k \) and \( \alpha_k \) reflects the confidence in each Best-Guess estimate. To implement this, we set \( \alpha_k = 1 - \hat{S}_{KM_C}(c_k) \), where \( \hat{S}_{KM_C}(\cdot) \) is the KM curve generated from the censoring distribution – i.e., flip the values of \( \delta \) and learn KM as normal. Doing this gives little weight to instances with early censor times but high weights to late censor times, almost equivalent to an observed death time. The use of \( \hat{S}_{KM_C}(\cdot) \) will be seen again when incorporating censored data into the Brier score – see Section 3.4.

Appendix B.1 gives the proof of Equation 3.6 and also introduces reasons to consider using the log of survival time in the L1-loss.

### 3.3 1-Calibration

The \([P,1,*,i]\) tools estimate the survival probability \( \hat{S}(t^* | \vec{x}) \in [0, 1] \) for each instance \( \vec{x} \), at a single time point \( t^* \). For example, the PredictDepression system \([72]\) predicts the chance that a patient will have a major depression
episode within the next 4 years, based on their current characteristics, i.e., this tool produces a single probability value $\hat{S}(4\text{yr} \mid \vec{x}_i) \in [0,1]$ for each patient described as $\vec{x}_i$. We can use 1-Calibration to measure the effectiveness of such predictors. To help explain this measure, consider the “weatherman task” of predicting, on day $t$, whether it will rain on day $t + 1$. Given the uncertainty, forecasters provide probabilities. Imagine, for example, there were 10 times that the weatherman, Mr.W, predicted that there was a 30% chance that it would rain tomorrow. Here, if Mr.W was calibrated, we expect that it would rain 3 of these 10 times – i.e., 30%. Similarly, of the 20 times Mr.W claims that there is an 80% chance of rain tomorrow, we expect rain to occur $16 = 20 \times 0.8$ of the 20 times.

Here, we have described a binary probabilistic prediction problem, i.e., predicting the chance that it will rain the next day. One of the most common calibration measures for such binary prediction problems is the Hosmer-Lemeshow goodness-of-fit test \[38\]. First, we sort the predicted probabilities for this time $t^*$ for all patients $\{\hat{S}(t^* \mid \vec{x}_i)\}_i$ and group them into a number $(B)$ of “bins”; commonly into deciles, i.e., $B = 10$ bins.

Suppose there are 50 patients; the first bin would include the 5 patients with the smallest $\hat{S}(t^* \mid \vec{x}_i)$ values, the second bin would contain the patients with the next smallest set of values, and so on, for all 10 bins. Next, within each bin, we calculate the expected number of events, $\bar{p}_j = \frac{1}{|B_j|} \sum_{\vec{x}_i \in B_j} (1 - \hat{S}(t^* \mid \vec{x}_i))$. We also let $n_j = |B_j|$ be the size of the $j^{th}$ bin (here, $n_1 = n_2 = \cdots = n_{10} = 50/10 = 5$), and $O_j$ be the number of patients (in the $j^{th}$ bin) who died before $t^*$. Recalling that $d_i$ denotes Patient #i’s time of death and letting $o_i = I[d_i \leq t^*]$ denote the event status of the $i^{th}$ patient at $t^*$: for the $j^{th}$ bin, $B_j$, we have $O_j = \sum_{\vec{x}_i \in B_j} o_i$. Figure 3.3 graphs the 10 values of observed $O_j$ and expected $n_j \bar{p}_j$ for the deciles, for two different tests (corresponding to two different ISD-models, on the same dataset and $t^*$ time).

To further illustrate these values, consider the following example: If there are $n = 50$ patients, then $50/10 = 5$ will be in each bin, and the first bin $B\#1$ will contain the 5 with lowest predicted probability values, and the second bin
Figure 3.3: The bin observed and expected probabilities associated with two 1-Calibration computations, for the MTLR [left] model and the AFT model applied to the GBM dataset for the 75th percentile of time (611 days).

$B\#2$ will contain the next smallest 5 values, and so forth, e.g.,

\[
B\#1 = \{0.32, 0.34, 0.43, 0.43, 0.48\} \\
B\#2 = \{0.55, 0.56, 0.61, 0.61, 0.72\} \\
\vdots \\
B\#10 = \{0.85, 0.85, 0.86, 0.87, 0.87\}
\]

Now consider the 5 patients who belong to $B\#1$. As the average of their probabilities is $\bar{p}_1 = \frac{0.32 + 0.34 + 0.43 + 0.43 + 0.48}{5} = 0.4$, we should expect 40% of these 5 individuals to die in the next 5 years – that is, 2 should die. We can then compare this prediction ($\bar{p}_1 \times n_1 = 0.40 \times 5 = 2$) with the actual number ($O_1$) of these $B\#1$ patients who died. We can similarly compare the number of patients who actually died to the number predicted for all the following bins.

This example brings us to the Hosmer-Lemeshow test statistic:

\[
\hat{H}_L(V_U, \hat{S}(t^* | \cdot)) = \sum_{j=1}^{B} \frac{(O_j - n_j \hat{p}_j)^2}{n_j \hat{p}_j (1 - \hat{p}_j)},
\]

(3.8)
where our comparison of the expected number of deaths \( n_j\bar{p}_j \) to the true number of deaths \( O_j \) is made in the numerator. If the model is 1-Calibrated, then this statistic follows a \( \chi^2_{B-2} \) distribution, which then can be used to find a \( p \)-value. For a given time \( t^* \), finding \( p < 0.05 \) suggests the survival model is not well calibrated at \( t^* \) – i.e., the predicted probabilities of survival at \( t^* \) may not be representative of patient’s true survival probability at \( t^* \).

Returning to Figure 3.3, the HL statistics are 9.29 and 38.44, for the left and right, leading to the \( p \)-values \( p = 0.504 \) and \( p < 0.001 \) – meaning the left one passes but the right one does not. This is not surprising, given that each pair of bars on the left are roughly the same height, while the pairs of the right differ much more.

Survival data typically contains some amount of censoring, making the exact number of deaths for the \( j \)th bin, \( O_j \), unobservable when the bin contains patients censored before \( t^* \). That is, given a censored patient whose censoring time occurred before the time of interest \( (c_i < t^*) \) the patient may or may not have died by \( t^* \). There are many standard techniques for incorporating censoring [30]; we use the D’Agostino-Nam translation [21], which uses the within bin Kaplan-Meier curve in place of \( O_j \). Specifically, the test statistic is given by,

\[
\overline{H}_L_{DN}(V, \hat{S}(t^*|\cdot)) = \sum_{j=1}^B \frac{(n_j KM_j(t^*) - n_j \bar{p}_j)^2}{n_j \bar{p}_j (1 - \bar{p}_j)}, \tag{3.9}
\]

where \( KM_j(t^*) \) is the height of the Kaplan-Meier curve generated by the patients in the \( j \)th bin, evaluated at \( t^* \). We use \( 1 - KM_j(t^*) \) as we are predicting the number of deaths and not \( KM_j(t^*) \) which instead gives the probability of survival at \( t^* \). Note also that \( \overline{H}_L_{DN} \) follows a \( \chi^2_{B-1} \) distribution, as opposed to the \( \chi^2_{B-2} \) distribution for Equation 3.8.

Note that a \([P,\infty,i]\) model, which gives probabilities for multiple time points, may be calibrated at one time \( t_1 \), but not be calibrated at another time \( t_2 \), since \( O_j \), and \( \bar{p}_j \) are dependent on the chosen time point. This issue motivated us to define a notion of calibration across a distribution of time points, D-Calibration, in Section 3.5.
We often want a model to be both discriminative (high Concordance) and calibrated (passes the 1-Calibration test). While one can rank Concordance scores to compare two models’ discriminative abilities, 1-Calibration cannot rank models besides suggesting one model is calibrated ($p \geq 0.05$) and one is not ($p < 0.05$) (as $p$-values are not intended to be ranked). The Brier score \[1\] is a commonly used metric that measures both calibration and discrimination; see Appendix \[B.2.1\].

Mathematically, the Brier score is the mean squared error between the \{0 (alive), 1 (dead)\} event status at time $t^*$ and the predicted survival probability at $t^*$. Given a fully uncensored validation set $V_U$, the Brier score, at time $t^*$, is

$$BS_{t^*}(V_U, \hat{S}(t^* | \cdot)) = \frac{1}{|V_U|} \sum_{[\vec{x}_i, d_i] \in V_U} \left( I[d_i \geq t^*] - \hat{S}(t^* | \vec{x}_i) \right)^2.$$ (3.10)

Here, a perfect model (that only predicts 1s and 0s as survival probabilities and is correct in every case) will get the perfect score of 0, whereas a reference model that gives $\hat{S}(t^* | \cdot) = 0.5$ for all patients will get a score of 0.25, and random guessing (drawing $S(t|x)$ from a uniform distribution) leads to a score of 0.33.

As noted above, the Brier score measures both calibration and discrimination, implying it should be used when seeking a model that must perform well on both calibration and discrimination, or when one is investigating the overall performance of survival models. One benefit of the Brier score is that it is a strictly proper scoring rule \[56\], meaning its score is minimized when the true probabilities are reported. This differs from common metrics such as AUROC that are semi-proper \[12\], meaning AUROC is able to potentially achieve higher performance when using values other than true probabilities. In practice this means that given two models of equal discriminative capacity, a calibrated model will have a lower Brier score than a miscalibrated model.

Similar to 1-Calibration, it is not obvious how to incorporate censored data since we do not have the death time ($d_i$) for the censored instances. In
1999, Graf et al. [29] proposed a way to compute the Brier Score for censored data, by using inverse probability of censoring weights (IPCW), which requires estimating the censoring survival function, denoted as \( \hat{G}(t) \) over time points \( t \).

We can estimate \( \hat{G}(t) \) by \( \hat{S}_{KM}(\cdot) \), the KM curve of the censoring distribution as used above for the L1-Margin loss.

Intuitively, this IPCW weighting counteracts the sparsity of later observations – if a patient dies early, there is a good chance that \( d_i < c_i \) meaning the event is observed, but if the patient survives for a long time, it becomes more likely that \( c_i < d_i \) meaning this patient will be censored. Gerds et al. [25], [26] formalizes and proves this intuition.

The censored version of the Brier score for a given time, \( t^* \), is calculated as

\[
BS_{t^*}(V, \hat{S}(t^*|\cdot)) = \frac{1}{|V|} \sum_{i=1}^{|V|} \left[ \frac{1}{\hat{G}(t_i)} \left( I[t_i \leq t^*, \delta_i = 1] \left( 0 - \hat{S}(t^*|\vec{x}_i) \right)^2 + I[t_i > t^*] \left( 1 - \hat{S}(t^*|\vec{x}_i) \right)^2 \right) \right],
\]

(3.11)

where \( t_i = \min\{d_i, c_i\} \), the event time observed. The first part of Equation 3.11 considers only uncensored patients (who died before \( t^* \)) while the second part counts all patients whose event time is greater than \( t^* \). The patients who were censored prior to \( t^* \) are not explicitly included, but contribute based on their influence in \( \hat{G}(\cdot) \). As \( \hat{G}(t) \) is a decreasing step function of \( t \), \( \frac{1}{\hat{G}(t)} \) is increasing, which means that patients who survive longer than \( t^* \) have larger weights than patients who died earlier, since the longer surviving patients were more likely to become censored. In this way, patients who were censored prior to \( t^* \) effectively balance out the patients censored after \( t^* \).

An extension of the Brier score to an interval of time points is the Integrated Brier score, which will give an average Brier score across a time interval \([0, \tau]\),

\[
IBS(\tau, V_U, \hat{S}(\cdot|\cdot)) = \frac{1}{\tau} \int_0^\tau BS_t \left( V_U, \hat{S}(t|\cdot) \right) dt.
\]

(3.12)

We will use this measure for our analysis, where \( \tau \) is the 95th percentile of the event time in the training dataset – this way, the score is more stable than using the maximum event time as many datasets contain highly right skewed data.
event times. Appendix B.2 further discusses the decomposition of the Brier score into calibration and discriminative components.

### 3.5 D-Calibration

The previous sections summarized several common ways to evaluate standard survival prediction models, that produce only a single value for each patient, e.g., the patient’s risk score, perhaps with respect to a single time, or the mean survival time. Each is a \([-1,1]\) model. However, the \([P,\infty,\cdot]\) tools produce a distribution — *i.e.*, each is a function that maps \([0, \infty]\) to \([0, 1]\) (with some constraints of course), such as the ones shown in Figure 2.3. It would be useful to have a measure that examines the entire distribution as a distribution. The critical question:

*Should the patient believe the predictions implied by the survival curve?*  

(3.13)

First, consider population-based models \([P,\infty,g]\), like Kaplan-Meier curves, *e.g.*, Figure 1.1[left], for patients with stage-4 stomach cancer. Note that this curve includes (11months, 50%) and (4months, 75%). If a patient has stage-4 stomach cancer, should s/he believe that his/her median survival time is 11 months, and that s/he has a 75% chance of surviving more than 4 months? To test this, we could take 1000 new patients (with stage-4 stomach cancer) and ask whether \(\approx 500\) of these patients lived at least 11 months, and if \(\approx 750\) lived more than 4 months.

For notation, given a dataset, \(D\), and \([P,\infty,g]\)-model \(\Theta\), and any interval \([a, b]\), let

\[
D_\Theta([a, b]) = \{ [\bar{x}_i, d_i, \delta = 1] \in D \mid \hat{S}_\Theta(d_i) \in [a, b] \} \tag{3.14}
\]

be the subset of (uncensored) patients in \(D\) whose time of death is assigned a probability (by the model \(\Theta\)) in the interval \([a, b]\). For example, \(D_\Theta([0.5, 1.0])\)

---

1While the Integrated Brier score does consider all the points across the distribution, it simply views that distribution as a set of \((x, y)\) points; see Appendix B.2.2 for further explanation.
is the subset of patients who lived at least the median survival time (using \( \hat{S}_\Theta(\cdot) \)'s median), and \( D_\Theta([0.25, 1.0]) \) is the subset who died after the 25th percentile of \( \hat{S}_\Theta(\cdot) \). By the argument above, we expect \( D_\Theta([0, 0.5]) \) to contain about 1/2 of \( D \), and \( D_\Theta([0.25, 1.0]) \) to contain about 3/4 of \( D \). Indeed, for any interval \([a, 1.0] \), we expect

\[
\frac{|D_\Theta([a, 1.0])|}{|D|} = 1 - a
\]

or in general

\[
\frac{|D_\Theta([a, b])|}{|D|} = b - a
\]

This leads to the idea of a survival distribution \([P, \infty, g]\) model, \( \Theta \), being D-Calibrated: For each uncensored patient \( \vec{x}_i \), we can observe when s/he died \( d_i \), and also determine the percentile for that time, based on \( \Theta \): \( \hat{S}_\Theta(d_i) \). If \( \Theta \) is D-Calibrated, we expect roughly 10\% of the patients to die in the [90\%, 100\%] interval, i.e., \( \frac{|D_\Theta([0.9, 1.0])|}{|D|} \approx 1 - 0.9 = 0.1 \), and another 10\% to die in the [80\%, 90\%) interval, and so forth for each of the 10 different 10%-intervals. More precisely, the set \{ \( \hat{S}_i(d_i) \) \} over all of the patients should be distributed uniformly on \([0, 1]\), which means that each of the 10 bins would contain 10\% of \( D \).

This suggests a measure to evaluate a distributional model: see how close each of these 10 bins is to the expected 10\%. We therefore use Pearson’s \( \chi^2 \) test: compute the \( \chi^2 \)-statistic with respect to the ten 10\% intervals, and ask whether the bins appear uniform, at (say) the \( p > 0.05 \) level. Lemma 1 below discusses the appropriateness of the Pearson’s \( \chi^2 \) goodness-of-fit test.

This addresses the question posed at the start of this subsection (Equation 3.13):

Yes, a patient should believe the prediction from the survival curve whenever this goodness-of-fit test reports \( p > 0.05 \).

To briefly cover the appropriateness of Pearson’s \( \chi^2 \) test for all uncensored patients, we assume each patient \( \vec{x}_i \) has a true survival function, \( S(t \mid \vec{x}_i) \), which is the probability that this patient will die after time \( t \).
Lemma 1. The distribution of a patient’s survival probability at the time of death $S(d_i \mid \vec{x}_i)$ is uniformly distributed on $[0,1]$.

Proof. The probability integral transform [5] states that, for any random continuous variable, $X$, with cumulative distribution function given by $F_x(\cdot)$, the random variable $Y = F_x(X)$ will follow a uniform distribution on $[0,1]$, denoted as $U(0,1)$. Thus, given randomly sampled event times, $t$, we have $F(t) \sim U(0,1)$. As the survival function is simply $S(t) = 1 - F(t)$, its distribution is $1 - U(0,1)$, which also follows $U(0,1)$ and hence $S(t) \sim U(0,1)$. 

This Lemma shows that, given the true survival model, producing $S(\cdot \mid \vec{x}_i)$ curves, the distribution of $S(d_i \mid \vec{x}_i)$ should be uniform over event times. Thus if a learned model accurately learns the true survival function, $\hat{S}_\Theta(\cdot \mid \cdot) \approx S(\cdot \mid \cdot)$, we will expect the distribution across event times to be uniform, e.g., each of 10 bins should contain 10% of the patients. This is then tested using the goodness-of-fit test assuming each bin contains an equal proportions of patients.

3.5.1 Dealing with Individual Survival Distributions, ISD

Everything above was for a population-based distributional model $[P, \infty, g]$. These specific results do not apply to individual survival distributions $[P, \infty, i]$: For example, consider a single patient, Patient #1, whose curve is shown in Figure 1.1[middle]. Should he believe this plot, which implies that his median survival time is 18 months, and he has a 75% chance of surviving more than 13 months? If we could observe 1000 patients exactly identical to this Patient #1, we could verify this claim by seeing their actual survival times: this survival curve is meaningful if its predictions matched the outcomes of those copies, e.g., if around 250 died in the first 13 months, another $\approx 250$ in months 13 to 18, etc. Unfortunately, we do not have 1000 “copies” of Patient #1. But here we do have many other patients, each with his/her own characteristic survival curve, including the 4 curves shown in Figure 3.4. Notice each patient has his/her own distribution, and hence his/her own quartiles,
Figure 3.4: Four patients from the complete NACD dataset. Notice each died in a different quartile (shown with a vertical dashed line); see Table 3.2.

Table 3.2: Description of 4 patients from the NACD Dataset. (See also Figure 3.4)

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Median Survival Time</th>
<th>Event Time</th>
<th>Event Percentage</th>
<th>Quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>85.5</td>
<td>43.4</td>
<td>84.7</td>
<td>#1</td>
</tr>
<tr>
<td>B</td>
<td>39.6</td>
<td>31.1</td>
<td>59.8</td>
<td>#2</td>
</tr>
<tr>
<td>C</td>
<td>4.7</td>
<td>7.5</td>
<td>30.4</td>
<td>#3</td>
</tr>
<tr>
<td>D</td>
<td>13.9</td>
<td>48.3</td>
<td>12.8</td>
<td>#4</td>
</tr>
</tbody>
</table>

e.g., the predicted median survival times for Patient A (resp., B, C and D), are 28.6 (resp., 65.7, 11.4, and 13.9) months; see Table 3.2. For these historical patients, we know the actual event time for each. Here, if our predictor is working correctly, we would expect that 2 of these 4 would pass away before respective median times, and the other 2 after their median times. Indeed, we would actually expect 1 to die in each of the 4 quartiles; the blue vertical lines (the actual times of death) show that, in fact, this does happen. See also Table 3.2.

With a slight extension to the earlier notation (Equation 3.14), for a dataset \( D \) and \([P, \infty, \delta]\)-model \( \Theta \), and any interval \([a, b] \subset [0, 1]\), let

\[
D_\Theta([a, b]) = \{ \bar{x}_i, d_i, \delta = 1 \in D \mid \hat{S}_\Theta(d_i | \bar{x}_i) \in [a, b] \} \quad (3.17)
\]

be the subset of (uncensored) patients in the dataset \( D \) whose time of death is assigned a probability (based on its individual distribution, computed by \( \Theta \)) in the interval \([a, b]\).

As above, we could put these \( \hat{S}_\Theta(d_i | \bar{x}_i) \) into “10%-bins”, and then ask if each bin holds about 10% of the patients. The right-side of Figure 3.5 plots that information, for the ISD \( \Theta \) learned by mtlr from the NACD dataset.
Figure 3.5: The right side shows the “calibration histogram” associated with the NACD dataset. The left portion shows the survival curve for a patient $x_{27}$ – here we see that this patient’s event $d_{27}$ = 12.7 months, corresponds to $\hat{S}(d_{27} | x_{27}) = 39.4\%$, which means the patient contributed to the [30, 40) bin. In a completely D-calibrated model, each of these horizontal bars would be 10%; here, we see that each of the 10 bars is fairly close. See also Figure 5.4 (described in Chapter 5.1), as a sideways histogram.

We see that each of these intervals is very close to 10%. In fact, the $\chi^2$ goodness-of-fit test yields $p = 0.882$, which suggests that this ISD is sufficiently uniform that we can believe that these survival curves are D-calibrated.

Note that Figure 3.5 is actually showing 5-fold cross-validation results: the survival curve for each patient was computed based on the model learned from the other 4/5 of the data, which is then applied to this patient. Also, the rust-colored intervals correspond to the censored patients, as explained below.

### 3.5.2 Incorporating Censored Data into D-Calibration

Conditions become more complicated when considering censored patients. Suppose we have a censored patient, i.e., $t_i = c_i$ – such that $S(c_i | \bar{x}_i) = 0.25$. Since the censoring time is a lower bound on the true death time, we know that $S(d_i | \bar{x}_i) \leq 0.25$, since $c_i < d_i$ and survival functions are monotonically decreasing as event time increases. If we are using deciles, we would like to know the probability that the time of death occurred in the [0.2, 0.3) bin, i.e., $P \left( S(d_i | \bar{x}_i) \in [0.2, 0.3) \mid S(d_i | \bar{x}_i) \leq 0.25 \right)$. Using the rules of conditional
probability, this is computationally straightforward\footnote{To simplify notation, we drop the conditioning on \( \tilde{x}_i \) of \( S(\cdot|\cdot) \).

\[
P(S(d_i) \in [0.2, 0.3] \mid S(d_i) \leq 0.25) = \frac{P(S(d_i) \in [0.2, 0.3), S(d_i) \leq 0.25)}{P(S(d_i) \leq 0.25)}
= \frac{P(S(d_i) \in [0.2, 0.25])}{P(S(d_i) \leq 0.25)}
= \frac{0.05}{0.25} \quad \text{(as } S(\cdot) \sim U(0, 1))
= 0.2
\]

Similarly, we can use the same logic as above to compute these probabilities for the other two bins, \([0.1, 0.2)\) and \([0.0, 0.1)\):

\[
P(S(d_i) \in [0.1, 0.2) \mid S(d_i) < 0.25) = \frac{P(S(d_i) \in [0.1, 0.2), S(d_i) < 0.25)}{P(S(d_i) < 0.25)}
= \frac{P(S(d_i) \in [0.1, 0.2])}{P(S(d_i) < 0.25)}
= \frac{0.1}{0.25} \quad \text{(as } S(\cdot) \sim U(0, 1))
= 0.4
\]

and analogously for the \([0.0, 0.1)\) bin. Note that these probabilities sum to one, \((0.2 + 0.4 + 0.4) = 1\), as desired.

This example motivates the following procedure to incorporate censored patients into the D-Calibration process: Given \( B \) bins that equally divide \([0,1]\) into intervals of width \( BW = 1/B \), suppose a patient is censored at time \( c \) with associated survival probability \( S(c) \). Let \( b_1 \) be the infimum probability of the bin that contains \( S(c) \), e.g., 0.2 for the example above where \( S(c_i) = 0.25 \in [0.2, 0.3) \). Then we assign the following weights to bins:

(A) Bin \([b_1, b_2)\) (which contains \( S(c) \)):
\[
\frac{S(c) - b_1}{S(c)} = 1 - \frac{b_1}{S(c)}
\]

(B) All following bins (i.e., the bins whose survival probabilities are all less than \( b_1 \)):
\[
\frac{BW}{S(c)} = \frac{1}{B \cdot S(c)};
\]
Note this formulation follow directly from the example above. This weight assignment effectively “blurs” censored patients across the bins following the bin where the patient’s learned survival curve, $\hat{S}_\Theta(c_i|\theta)$, placed the censored patient.

To perform the goodness-of-fit test, we must first calculate the observed proportion of patients within each bin. Let $N_k$ represent the observed proportion of patients within the interval $[p_k,p_{k+1})$, e.g., $[p_k,p_{k+1}) = [0.2,0.3)$ in the example above. We can formally calculate:

$$N_k = \frac{1}{|V|} \sum_{i=1}^{|V|} \left[ I[S(d_i) \in [p_k,p_{k+1}) \land d_i \leq c_i] + \frac{S(c_i)-p_k}{S(c_i)} \cdot I[S(c_i) \in [p_k,p_{k+1}) \land c_i < d_i] \right] \tag{3.18}$$

$$+ \frac{(p_{k+1}-p_k)}{S(c_i)} \cdot I[S(c_i) \geq p_{k+1} \land c_i < d_i]. \tag{3.19}$$

Above, Line 3.18 refers to the weight that the patients with observed events contribute to the $k$th bin – i.e., each uncensored patient whose survival probability at time of death lands in $[p_k,p_{k+1})$ contribute a value of 1. Here, by the use of $d_i \leq c_i$ we consider the event to be uncensored if one’s event time and censor time are equal. Note that in the case of all uncensored individuals (Line 3.18) is the only piece used – Line 3.19 and Line 3.20 need not be computed.

Next, Line 3.19 gives the weight from the censored patients whose survival probability at time of censoring is within the $k$th bin (item (A) above). Lastly, Line 3.20 gives the weights from censored patients whose survival probability was contained in a previous bin (item (B) above).

Theorem B.3.1 in Appendix B.3 proves that the expected value of $N_k$ for a D-calibrated ISD-model is equal for all bins, i.e., $\mathbb{E}[N_k] = p_{k+1} - p_k$, allowing the application of the goodness-of-fit test with uniform proportions.

To further illustrate this concept of blurring a patient across bins, consider a patient who is censored at $t = 0$ with $S(c_i) = 1$. This patient is then blurred across all ($B = 10$) bins, adding a weight of 0.1 to all 10 bins. Alternatively, if a patient is censored very late, with $S(c_i) \leq 0.1$ then the patient is not blurred at all – a weight of 1 is added to the last bin.
This identifies a weakness of D-Calibration: if a validation set contains $N_0$ patients censored at time 0, then all bins are given an equal weight of $N_0/B$; if $N_0$ is large relative to the total number of patients, then the bins may appear uniform, no matter how the other patients are distributed, which means any model based on such heavily “time 0 censored” data would be considered to be D-Calibrated.

3.5.3 Relating D-Calibration to 1-Calibration

This standard notion of 1-Calibration is very similar to D-Calibration, as both involve binning probability values and applying a goodness-of-fit test. However, 1-Calibration involves a single prediction time – here $\hat{S}(t^* \mid \vec{x}_i)$, which is the probability that the patient $\vec{x}_i$ will survive at least to the specified time, $t^*$. Patients are then sorted by these probabilities, partitioned into equal-size bins, and assessed as to whether the observed survival rates for each bin match the predicted rates using a Hosmer-Lemeshow test. By contrast, D-Calibration considers the entire curve, $\hat{S}(t \mid \vec{x}_i)$ over all times $t$ – producing curves like the ones shown in Figures 1.1, 2.3 and 3.4. Each curve corresponds to a patient, who has an associated time of death, $d_i$. Here, we are considering the model’s (estimated) probability of the patient’s survival at his/her time of death, given by $\hat{S}_i(d_i \mid \vec{x}_i)$. These patients are then placed into $B = 10$ bins based on the values of their associated probabilities, $\hat{S}_i(d_i \mid \vec{x}_i)$. Here the goodness-of-fit test measures whether the resulting bins are approximately equal-sized, as would be expected if $\Theta$ accurately estimated the true survival curves (argued further in Appendix B.3).

Note D-Calibration tests the proportion of instances in bins across the entire $[0,1]$ interval, but this is not required for the “single probability” 1-Calibration. For example, the single probability estimates for the rsf-km curve in Figure 2.2 at time 20, range only from 0.05 to 0.62. That is, the distribution calibration $\{\hat{S}_i(d_i \mid \vec{x}_i)\}$ should match the uniform distribution over $[0,1]$, while the single probability calibration $\{\hat{S}_i(t^* \mid \vec{x}_i)\}$ is instead expected

\[3\text{Note the number of bins does not have to be } 10 - \text{we chose 10 to match the typical value chosen for the 1-Calibration test.}\]
Table 3.3: Summary of differences between 1-Calibration and D-Calibration.

<table>
<thead>
<tr>
<th>Objective</th>
<th>1-Calibration</th>
<th>D-Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values considered</td>
<td>Evaluate Single Time Probabilities</td>
<td>Evaluate Entire Survival Curve</td>
</tr>
<tr>
<td></td>
<td>{ \hat{p}(t^*</td>
<td>\tilde{x}_i) }</td>
</tr>
<tr>
<td>Should match</td>
<td>Empirical number of deaths</td>
<td>Uniform</td>
</tr>
<tr>
<td>Statistical Test</td>
<td>Hosmer-Lemeshow test</td>
<td>Pearson’s ( \chi^2 ) test</td>
</tr>
</tbody>
</table>

to match the empirical percentage of deaths.

Table 3.3 summarizes the differences between D-Calibration and 1-Calibration. To see that they are different, Proposition B.3.2 in Appendix B.3.2 gives a simple example of a model that is perfectly D-Calibrated but clearly not 1-Calibrated, and another example that is perfectly 1-Calibrated but clearly not D-Calibrated.
Chapter 4

Methods

Sections 2.4 and 2.5 listed several distributional models (KM, and the ISDs: COX-KP, AFT, MTLR, RSF-KM, and DEEPHIT); this chapter provides more information about those six models. It also summarizes six individual risk models (i.e., [R,1i] models). Section 3 provided 5 different evaluation measures: Concordance, L1-loss, 1-Calibration, Integrated Brier score, and D-Calibration. Chapter 5 provides an empirical comparison of these seven distributional models, with respect to all five of these evaluation measures, across a variety of 13 datasets. In addition to comparing ISD models to one another, it also compares them to the six [R,1i] models, in terms of Concordance.

Below we separate these 13 models into the standard survival analysis models (KM, COX/COX-KP, AFT) and their extension (COXEN-KP), the random survival forest model (RSF/RSF-KM), multi-task models (MTLR, MTLSA), boosting models (GBMCOX, GBMSCI), the survival support vector machine (SSVM), and the deep-learning models (DEEPSURV, DEEPHIT).

4.1 Standard Models and Extension (KM, AFT, COX/COX-KP, COXEN-KP)

Likely the most used tools for survival analysis are the Kaplan-Meier model (KM) used for group-wise survival curves, the Cox-Proportional Hazards model (COX) (and its extension to a survival curve, COX-KP), and the accelerated failure time model (AFT). These tools were initially designed for inference as opposed to prediction – i.e., they are used to determine if specific individual
features were significantly impacting the event time (typically death). For inference, KM differs from AFT and COX as the former can only test one (nominal) feature at a time whereas the latter are multivariate models and can test many features at once. Due to the popularity of the COX model there is also a regularized variant using an elastic net, COXEN-KP which we have also included in our experiments.

4.1.1 Kaplan-Meier (KM)

The KM model is commonly used when the goal is determining a population’s survival distribution. In the case where all patients are uncensored, the KM model is simply the empirical distribution of survival time (the running total of events divided by the population size – analogous to the empirical cumulative distribution function). In the event of censoring, KM effectively redistributes the weight of the censored patient to the patients later in time (known as “redistribution to the right”). Specifically, KM calculates the survival function as,

$$\hat{S}(t) = \prod_{t_i \leq t} \left(1 - \frac{d_i}{n_i}\right),$$

where $t_i$ is an event time, $d_i$ is the number of (uncensored) events at $t_i$ and $n_i$ is the population at risk (those who have not had an event nor been censored by time $t_i$). From this equation one can observe the KM estimate is a step function that drops only at observed event times and stays constant at censor times (as seen in Figure 1.1[left]).

Another common use for KM is when investigating a single (binary) feature of interest that may impact the event time, e.g., whether a patient did or did not receive a specific treatment. Two separate survival curves can be derived – one for the group that received treatment and another for those that did not. These curves can then be compared via a log rank test and if the test is significant, then there is reason to believe the survival distributions differ between the two groups [17].

Note KM uses no features when building population survival curves; we therefore use this as our baseline model in our empirical analysis. As all
patients are assigned the exact same survival curve, the Concordance will always be 0.5 because all patient’s risk scores are equal. Additionally, 1-Calibration is undefined for KM as all predicted probabilities are the same, so there is no way to “bin” probabilities as required by 1-Calibration.

4.1.2 Accelerated Failure Time (AFT)

As opposed to KM, which is a completely non-parametric estimate of the survival distribution, the AFT model is fully parametric and assumes a distribution on survival times $[74]$. Specifically, AFT directly learns the distribution on event times ($T_i$) as,

$$\log T_i = \bar{\theta}^T \bar{x}_i + \sigma \epsilon,$$

where $\bar{\theta}$ are learned feature weights, $\bar{x}_i$ are patient features, $\sigma$ is the scale parameter and $\epsilon$ is the error term. By specifying distributions of $\epsilon$, different distributions of the event times are formed; for example, if one assumes $\epsilon$ follows a normal distribution then this is equivalent to the event times following a log-normal distribution. Common choices for the distribution of $\epsilon$ include the normal, logistic, and extreme value distributions, which correspond (respectively) to a log-normal, log-logistic, and Weibull distribution on the event time. To learn the feature weights, we can use gradient descent with the corresponding log-likelihood of the chosen distribution.

Note the distribution class $D$ chosen for AFT certainly influences its performance, e.g., it is possible that AFT[Weibull] on a dataset may fail D-Calibration whereas AFT[Log-Logistic] may pass; similarly for 1-Calibration at some time $t^*$, and the scores for Concordance, L1-loss and Integrated Brier score will depend on that distribution class. This paper will focus on AFT[Weibull] because, while still being parametric, the Weibull distribution is versatile enough to fit many datasets.

4.1.3 Cox-Proportional Hazards Model (COX/COX-KP)

One challenge of the AFT model is that often the true distribution of event times is unknown in practice. The COX model avoids the need to fully specify
the form of the survival distribution by modeling the hazard function

\[ h(t) = \lim_{\Delta t \to 0} \frac{\Pr(t \leq T < t + \Delta t \mid T \geq t)}{\Delta t}, \quad (4.1) \]

which can be viewed as the instantaneous rate of failure in the next instant, given survival up until time \( t \). The COX model formulates the hazard function as

\[ h_{\text{cox}}(t \mid \vec{x}) = h_0(t) \exp(\vec{\theta}^T \vec{x}), \quad (4.2) \]

where \( \vec{\theta} \) are the learned weights for the features, and \( h_0(t) \) is the baseline hazard function shared by all patients. We view this as a risk model by ignoring \( h_0(t) \) (as \( h_0(t) \) is the same for all patients), and focusing on \( \exp(\vec{\theta}^T \vec{x}) \in \mathbb{R}^+ \), i.e., \( \exp(\vec{\theta}^T \vec{x}) \) is taken as the risk score used in the calculation of concordance. By ignoring \( h_0(t) \) the COX model is able to produce risk scores for patients without having to parametrize how the hazard (and thus the survival) changes over time and so COX is considered to be a semi-parametric model.

In addition to being semi-parametric, COX is also a proportional hazards model, since the hazard ratio between two patients is a constant ratio over time, i.e.,

\[ \frac{h(t \mid \vec{x}_i)}{h(t \mid \vec{x}_j)} = \frac{h_0(t) \exp(\vec{\theta}^T \vec{x}_i)}{h_0(t) \exp(\vec{\theta}^T \vec{x}_j)} = \frac{\exp(\vec{\theta}^T \vec{x}_i)}{\exp(\vec{\theta}^T \vec{x}_j)}, \]

which is independent of time. This implies that hazard curves are proportional and do not cross, subsequently meaning survival curves also do not cross.

By modeling the hazard function this way, one can maximize the partial likelihood of the occurrence of events (deaths) to estimate feature weights, \( \vec{\theta} \). This is known as the partial likelihood as it depends only on \( \vec{\theta} \) and ignores the baseline hazard \( h_0(t) \). The probability of an event (death) occurring for patient \( i \) (encoded as \( x_i \)) at time \( t_i \) was given above as \( h_0(t) \exp(\vec{\theta}^T \vec{x}) \), however, given that we know the set of patients alive (at risk) at time \( t_i \), the probability that it was patient \( x_i \) who experienced the event is given by \( \frac{h(t_i \mid x_i)}{\sum_{j: t_j \geq t_i} h(t_i \mid x_j)} \). Therefore we construct the partial likelihood (of a single patient \( i \)) as follows:

\[ L_i(\vec{\theta}) = \frac{h(t_i \mid x_i)}{\sum_{j: t_j \geq t_i} h(t_i \mid x_j)}, \quad (4.3) \]

\[ = \frac{h_0(t_i) \exp(\vec{\theta}^T \vec{x}_i)}{\sum_{j: t_j \geq t_i} h_0(t_i) \exp(\vec{\theta}^T \vec{x}_j)} \quad (4.4) \]
\[ \exp(\vec{\theta}^T \vec{x}_i) \quad \exp(\vec{\theta}^T \vec{x}_j) \]

One can then find the total partial likelihood,

\[
L(\vec{\theta}) = \prod_{i: \delta_i = 1} L_i(\vec{\theta})
\]

which gives the partial log-likelihood,

\[
l(\vec{\theta}) = \sum_{i: \delta_i = 1} (\vec{\theta}^T \vec{x}_i - \log \sum_{j: t_j \geq t_i} \exp(\vec{\theta}^T \vec{x}_j)).
\] (4.6)

Given this likelihood function, \( \vec{\theta} \) can be estimated using gradient descent methods. In addition to \texttt{cox} using this as its objective function, we will later see it used by \texttt{gbmcox} and \texttt{deepsurv} in Sections 4.4 and 4.6 to predict risk scores for individual patients.

While the \texttt{cox} model is able to estimate feature weights, \( \vec{\theta} \), without specifying the baseline hazard function \( h_0(t | \vec{x}) \), individual survival distributions cannot be specified without first estimating a baseline survival function, \( \hat{S}_0(t) \). Given this \( \hat{S}_0(t) \), the survival function for a patient \( \vec{x} \) is:

\[
\hat{S}(t | \vec{x}) = \hat{S}_0(t)^{\exp(\vec{\theta}^T \vec{x})}.
\]

Two common ways of estimating \( \hat{S}_0(t | \vec{x}) \) are the Breslow estimator [9] and the Kalbfleisch-Prentice (KP) estimator [45]. As recent empirical evidence suggest the KP estimator produces smaller bias and lower mean squared error in practice [78], we utilize the KP estimator for estimating the baseline survival function to create the Cox-based ISD model, \texttt{cox-kp}. In short, the KP estimator uses a discrete failure time approach to estimating the survival function; a more in-depth discussion concerning the KP estimator is available in Xia \textit{et al.} [78].

All code for the implementation of the standard models presented here came from the \texttt{survival} package in R [68].

4.1.4 Cox Elastic Net (\texttt{COXEN-KP})

As \texttt{cox} is unregularized, it can often suffer from overfitting; to adjust for this Yang and Zou introduced a regularized version using an elastic net [80].
The objective function of COXEN-KP is a mixture of the partial log-likelihood (Equation 4.6) for the Cox model and the penalty term:

\[ \lambda \left( \frac{1 - \alpha}{2} \| \theta \|_2^2 + \alpha \| \theta \|_1 \right), \]

where \( \theta \) are the feature coefficients and \( \lambda \) and \( \alpha \) are tuning parameters. Note that \( \alpha = 1 \) corresponds to the LASSO penalty and \( \alpha = 0 \) corresponds to the ridge penalty. The values of hyperparameters \( \alpha \) and \( \lambda \) can be selected by an interval cross-validation.

Code for the implementation of COXEN-KP can be found in fastcox package in R [81].

4.2 Random Survival Forests (RSF/RSF-KM)

Following the standard survival analysis methods, a more recent method is an adaption of random forests to the field of survival analysis [42]. Given a labeled dataset, a random survival forest learner will produce a set of \( T \) decision trees from a bootstrapped sample of the training survival dataset. It grows each tree recursively, starting from the root – recursively identifying each subsequent node based on the set of patients who arrive there. For each branch, the growth stops if there are fewer than \( k_0 \) deaths (where \( k_0 \) is chosen via cross-validation). Otherwise, it identifies a splitting feature for this node: it first randomly draws a small random subset of the features to consider, then selects the feature (from that subset) that maximizes the difference in survival between two daughter nodes, based on the logrank test statistic (or some other chosen splitting rule). This becomes the splitting rule of that node and the learner then considers its two daughters, by splitting on the node’s feature.

Each leaf node in each tree corresponds to the set of training instances that reached that node. At performance time (after learning the survival forest with \( T \) trees), a test patient is dropped into each of the \( T \) survival trees, leading to \( T \) leaf nodes, which can produce \( T \) Kaplan-Meier curves from the training instances in each of the \( T \) nodes. The RSF-KM implementation then “averages” these curves, by taking a point-wise average across the curve for all time points – see Figure 4.1.
The original random survival forests (rsf) paper [42] returned risk scores for each patient, rather than these survival curves. In particular, rsf computed the cumulative hazard function,

\[ H(t) = \int_0^t h(u) \, du = -\log S(t), \]

which can be estimated by the Nelson-Aalen estimator,

\[ \hat{H}(t) = \sum_{t_i \leq t} \frac{d_i}{n_i} \]

using the same notation that we used for the Kaplan-Meier estimator. Similar to the construction of the survival curves for rsf-km, rsf builds a risk score by taking the average of \( \hat{H}(t) \) within each leaf node. Note this is a \([R, \infty, i]\) model, but a single risk score can be extracted by taking the maximum of \( \hat{H}(t) \). Note when computing concordance, rsf-km uses the median survival time whereas rsf uses this risk score, leading to different performance between the two methods. As such, hyperparameters (splitting rule, number of trees, minimum samples per leaf node) are estimated separately for rsf and rsf-km.

The implementation by the original authors of rsf and rsf-km is available in the randomForestSRC package in R [41].

4.3 Multi-task Models (MTLR, MTLSA)

Here we present two different models based on multi-task learning, an ISD model, (MTLR) and a non-ISD model that produces risk scores (MTLSA). The code for MTLR is publicly available as an R package (MTLR) [33] and MTLSA is publicly available in its authors github.

4.3.1 Multi-task Logistic Regression (MTLR)

Consider\(^2\) modeling the probability of survival of patients at each of a vector of (monotonically increasing) time points \( \tau = [t_1, t_2, \ldots, t_m] \) – e.g., \( \tau \) could be the \( m = 60 \) monthly intervals from 1 month up to 60 months. To motivate

\(^1\)https://github.com/MLSurvival/MTLSA
\(^2\)This paragraph is paraphrased from [82]: reprinted with permission of publisher/author.
Figure 4.1: This figure illustrates how to combine two different survival curves, to produce a new one. (RSF-KM uses this idea to “merge” the curves obtained from the various leaf nodes reached by a novel instance.) Here, two survival curves, given in blue, are averaged to produce the survival curve shown in dark orange. Note that the averaged curve is generated from a point-wise average, i.e., new calculations need only be computed at each death time – corresponding to a drop in either (blue) Kaplan-Meier curve.

MTLR imagine setting up a series of simple logistic regression models: for each patient, represented as $\vec{x} \in \mathbb{R}^s$,

$$S_{\vec{\theta}}(T \geq t_i | \vec{x}) = \left(1 + \exp(\vec{\theta}_i \cdot \vec{x} + b_i)\right)^{-1}, \quad 1 \leq i \leq m,$$

(4.7)

where $\vec{\theta}_i$ are the time-specific parameter vectors. While the input features $\vec{x}$ stay the same for all these classification tasks, the binary labels $y_i = [T \geq t_i]$ can change depending on the threshold $t_i$. We encode the survival time $d$ of a patient as a sequence of binary values: $y = y(d) = [y_1, y_2, \ldots, y_m]$, where $y_i = y_i(d) \in \{0, 1\}$ denotes the survival status of the patient at time $t_i$, so that $y_i = 0$ (no death event yet) for all $i$ with $t_i < d$, and $y_i = 1$ (death) for all $i$ with $t_i \geq d$. Here there are $m + 1$ possible legal sequences of the form $[0, 0, \ldots, 1, 1, \ldots, 1]$, including the sequence of all ‘0’s and the sequence

\[\text{Notice there are no ‘0’s after a ‘1’. This is the ‘no zombie’ rule: once someone dies, that person stays dead.}\]
of all ‘1’s. The \texttt{mtlr} model actually computes the probability of observing the survival status sequence $y = [y_1, y_2, \ldots, y_m]$ as:

$$S_\Theta(Y=[y_1, y_2, \ldots, y_m] \mid \vec{x}) = \frac{\exp(\sum_{i=1}^{m} y_i \times \vec{\theta}_i \cdot \vec{x} + b_i)}{\sum_{k=0}^{m} \exp(f_{\Theta}(\vec{x}, k))},$$

where $\Theta = [\vec{\theta}_1, \ldots, \vec{\theta}_m, b_1, \ldots, b_m]$, $b_i$ is the $i^{th}$ bias term, and $f_{\Theta}(\vec{x}, k) = \sum_{i=k+1}^{m}(\vec{\theta}_i \cdot \vec{x} + b_i)$ for $0 \leq k \leq m$ is the score of the sequence with the event occurring in the interval $[t_k, t_{k+1})$ before taking the logistic transform, with the boundary case $f_{\Theta}(\vec{x}, m) = 0$ being the score for the sequence of all ‘0’s.

Given a dataset of $n$ patients $\{\vec{x}_r\}$ with associated time of deaths $\{d_r\}$, we find the optimal parameters (for the \texttt{mtlr} model) $\Theta^*$ as

$$\Theta^* = \arg \max_{\Theta} \sum_{r=1}^{n} \left[ \sum_{i=1}^{m} y_{r,j}(\vec{\theta}_i \cdot \vec{x}_r + b_i) - \log \sum_{k=0}^{m} \exp(f_{\Theta}(\vec{x}_r, k)) \right] - \frac{C}{2} \sum_{j=1}^{m} \|\vec{\theta}_j\|^2$$

(4.8)

where the $C$ (for the regularizer) is found by an internal cross-validation process. Note the resulting \texttt{mtlr}-model $\Theta^*$ involves $(p+1) \times m$ parameters, over data with $p$ features.

There are many details here – \textit{e.g.}, to insure that the survival function starts at 1.0, and decreases monotonically and smoothly, how to deal appropriately with censored patients, how to decide how many time points to consider ($m$), and how to minimize the risk of overfitting (by regularizing). Yu \textit{et al.} [82] provides the details.

Afterwards, the learned \texttt{mtlr}-model $\Theta^* = [\vec{\theta}_1, \ldots, \vec{\theta}_m]$ can produce a curve for a novel patient, who is represented as the vector of his/her features $\vec{x}_j \in \mathbb{R}^p$. This involves computing the probability mass function (PMF), $[f_1(\vec{x}_j, \vec{\theta}_1), \ldots, f_m(\vec{x}_j, \vec{\theta}_m)]$; the running sum of these values is essentially the survival curve. We then use splines to produce a smooth monotonically decreasing curve – such as the 10 such curves shown in Figure 2.3 (bottom-right).

### 4.3.2 Multi-task Learning for Survival Analysis (\texttt{MTLSA})

Multi-task Learning for Survival Analysis (\texttt{MTLSA}) [51] is similar to \texttt{mtlr} in many ways – \textit{e.g.}, \texttt{MTLSA} also selects a discrete number of time points
to evaluate whether the event has occurred or not. MTLSA uses the “ones-complement” of the MTLR matrix $Y$ (where now 1 indicates alive and 0 means death), to define $P$ as a matrix whose rows are non-negative and non-increasing:

$$P = \{ 0 \leq Y_{ij} \leq Y_{i\ell} | \forall i = 1 \ldots n; \forall j, \ell \ 1 \leq j \leq \ell \leq m \}. \quad (4.9)$$

Using this definition they define the optimization problem:

$$\min_{XB \in P} \frac{1}{2}||Y - XB||_F^2 + R(B)$$

where $X \in \mathbb{R}^{n \times p}$ is the input matrix of patient features, $B \in \mathbb{R}^{p \times m}$ is the estimated coefficient matrix, $p$ denotes the number of features, $m$ the number of time points, $||\cdot||_F$ is the Frobenius norm, and $R(B)$ denotes a regularization term. Li et al. [51] describe this as a multi-task learning problem as there is a dependency between the outcomes at all time points being captured by the shared representation in $B$; that paper also shows how to incorporate censored data, perform efficient training, and address all constraints.

This method is similar to the ISD framework, as it too learns values at multiple time points to predict the survival time. However, while the values of $P$ (Equation 4.9) are non-negative, they are not bounded by 1, and can be larger than 1 in practice, so they are not probabilities. Thus this type of model better matches the $[R, \infty, i]$ framework, which produces risk scores for each time point. (Since these $m$ MTLSA risk scores are monotonic, we can fit a spline to produce risk scores for each time point.) To be consistent with the other non-ISD models considered, we use the sum of risk scores to represent an “overall” risk score – similar to how RSF uses the max of the cumulative hazard function for its risk score.

### 4.4 Boosting Models (GBMCOX, GBMSCI)

Boosting models have long been a very popular topic in machine learning and statistics, and have now started to appear in survival prediction. The intuition is to combine many weak models – often many shallow decision trees
to create one overall strong model. Unlike random forests, which combine very deep decision trees, boosting instead combines “shallow” decision trees, which are grown to a depth of (usually) two to six.

Moreover, while both random forests and boosting models are trained on a bootstrap sample – i.e., sampling with replacement – the training samples for boosting models are iteratively weighted such that instances that are misclassified (have a higher error) are weighted more heavily and thus sampled with a higher proportion in the next iteration. Here we introduce two non-ISD boosting models\(^4\) that have been adapted to the task of survival prediction based on gradient boosting: GBMSCI and GBMCOX.

### 4.4.1 Gradient Boosting Machine

The primary difference between boosting and gradient boosting is the data on which the weak learners are trained. In the boosting procedure explained above, instances with high error were given more weight and thus at each iteration, weak learners were trained to focus on the instances that the previous iteration’s learned classifier gave high error. For gradient boosting, at each iteration the additional weak learner is actually trained on the (pseudo) losses themselves.

In more detail, let \(F^{(m-1)}\) be our model at iteration \(m-1\). Training weak learners on the losses can be motivated by observing that at iteration \(m\), we wish to learn an improved model,

\[
F^{(m)}(x) = F^{(m-1)}(x) + f^{(m)}(x),
\]

such that

\[
F^{(m-1)}(x) + f^{(m)}(x) = y,
\]

where \(y\) is our target variable and \(f^{(m)}(x)\) is the new, weak model. Equivalently we can write

\[
f^{(m)}(x) = y - F^{(m-1)}(x),
\]

\(^4\)There is an existing ISD model based on boosting, Survival Boost \(^2\), however, the paper did not contain the sufficient details to implement the algorithm and attempts to obtain the author’s original code were unsuccessful. For these reasons we do not include Survival Boost in this analysis.
which is the residual vector of the model at the $m - 1$st iteration. The term gradient boosting comes from the observation that the residual vector of a target variable is equivalent to the gradient of the $L_2$/MSE loss:

$$y - \hat{y} = \frac{1}{2} \sum_i (y_i - \hat{y}_i)^2.$$  

where $\hat{y}_i$ is the predicted value for $y_i$. Gradient Boosting Machines (GBMs) generalize from the $L_2$ loss to using other (differentiable) loss functions and their corresponding gradients. When using other loss functions, note that each sequential model is trained to learn the negative gradient – also called pseudo-loss or pseudo-residuals.

Formally, we wish to learn a model $F(x)$ from data $\{x_i, y_i\}_{i=1}^n$ that minimizes some differentiable loss function, $\sum_{i=1}^n L(y_i, F(x_i))$. As in boosting above, we consider $F(x)$ to be an additive expansion of weak learners, $F(x) = \sum_{m=0}^M w^{(m)} f^{(m)}(x)$, where $f^{(m)}$ is our $m^{th}$ weak learner and $w^{(m)}$ is the weight for the $m^{th}$ weak learner. GBMs are greedily learned in two stages at each iteration; first we calculate the pseudo-residuals (negative gradients),

$$g^{(m)}_i = \left[- \frac{\partial L(y_i, F(x_i))}{\partial F(x_i)}\right]_{F(x) = F^{(m-1)}(x)}, \tag{4.10}$$

and use $g^{(m)}_i$ as the target labels on which our weak learner $f^{(m)}$ is trained. Then we calculate the weight $w^{(m)}$ of the learned weak learner as

$$w^{(m)} = \arg\min_w \sum_{i=1}^n L(y_i, F^{(m-1)}(x_i) + w f(x_i)) \tag{4.11}.$$  

The model is then updated as $F^{(m)} = F^{(m-1)}(x) + w^{(m)} f(x)$.

Given the construction of GBMs, we can define a GBM that optimizes the smoothed concordance (GBMSCI) and a GBM that optimizes the Cox partial likelihood (GBMCOX). In practice, optimizing Concordance tends to be difficult due the discrete calculation used over the indicator function. Instead, one can use a logistic sigmoid function as an approximation to the indicator function leading to the smoothed concordance (SCI),

$$SCI(D, F(\cdot)) = \frac{1}{|\text{CP}(D)|} \sum_{(i,j) \in \text{CP}(D)} \frac{1}{1 + e^{\alpha(F(x_i) - F(x_j))}}, \tag{4.12}$$
where CP(·) is the set of concordant pairs (see Section 3.1), $D$ is our training dataset, $F(x_i)$ represents the risk score assigned to patient $i$, and $\alpha$ is a hyper-parameter that controls the steepness of the sigmoid function. Chen et al. [13] provides details about the gradient and update of the GBMSCI. Additionally, code for GBMSCI’s implementation have been made available by its authors.

Similarly, one can apply GBMs to Cox’s partial likelihood function (Equation 4.5) to create a model (GBMCOX) that assigns risk scores to patient [59]. In practice, GBMCOX and GBMSCI typically perform similarly since it has been shown that maximizing Cox’s partial likelihood actually optimizes a smooth approximation of Concordance [65]. GBMCOX has been well developed and is included in many R packages including gbm and xgboost.

4.5 Survival Support Vector Machines (SSVM)

Support vector machines (SVMs) are a very common tool in machine learning that seek a hyperplane in the feature space that maximizing the margin distances between classes. This learned hyperplane can then be used to classify instances. Alternatively, instead of classification, a variant, called Rank-SVM, instead learns models that rank patients, leading to the survival SVM (SSVM).

We train a linear SSVM by solving the optimization problem,

$$\min_{\vec{w}} \frac{1}{2}||\vec{w}||^2_2 + \gamma \sum_{(i,j) \in \text{CP}(D)} \max(0, 1 - \vec{w}^T(\vec{x}_i - \vec{x}_j))$$

where $\vec{w}$ are feature weights, and $\gamma > 0$ is the term to control the regularization of the model. Pölderl et al. [58] addresses the complexities of learning $\vec{w}$ given that many instances are censored. They also describe how to formulate SSVM as a kernel SSVM instead of a linear SVM, which allows the model much greater flexibility in which to make predictions regarding the ranking of patients. Specifically, in our empirical analysis we apply the SSVM with the clinical kernel, which has been shown to be very effective in survival data, without having to tune additional kernel hyperparameters [70]. The implementation for SSVM have be found in the Python package scikit-survival.

\[5\]https://github.com/uci-cbcl/GBMCI
4.6 Deep Learning Models (DEEPSURV, DEEPHIT)

Neural networks and deep learning is a rapidly expanding topic in the machine learning community, which has only recently begun to expand into survival prediction. Two of these deep learning models are the non-ISD model DEEPSURV, and the ISD model DEEPHIT. DEEPSURV is a feed-forward neural networks that outputs a patient’s “risk” from a linear activation function – this risk corresponds to a non-linear version of \( \exp(\mathbf{\theta}^T \mathbf{x}_i) \) that the Cox model uses in Equation 4.5. This risk score is then combined with the log of Cox’s partial likelihood function (Equation 4.6) to train the model. Since the output of DEEPSURV is analogous to the risk scores produced by the Cox model, we could apply the KP estimator of a baseline survival function to transform DEEPSURV into an ISD model; however, since we already consider COX-KP we do not include this extension in our empirical results and instead consider the DEEPHIT model, which directly learns the survival distribution.

Originally, DEEPHIT [50] was developed to address the challenge of competing risks [2], which models the risk one accrues from multiple event types – e.g., death from breast cancer or death from heart attack – but it can easily be reduced to a model that only considers one event type. DEEPHIT is an ISD model that characterizes the problem of survival prediction in the same way that multi-task models did in Section 4.3 i.e., the time of death transformed into a \( m \)-dimensional binary vector that indicates whether a patient is alive (0) or dead (1) at each time, where \( m \) is the number of time points considered. As such, the output of DEEPHIT is the probability of a patient dying within each of the \( m + 1 \) intervals generated via the softmax activation function – i.e., \( \hat{y}_{k,i} \) is the probability of death occurring in the \( k^{th} \) time interval for the \( i^{th} \) patient.

The loss function for DEEPHIT \( L_{\text{Total}} = \alpha_1 L_t + \alpha_2 L_r \), is a weighted combination of a log-likelihood loss, \( L_t \), and a loss that incorporates ranking, \( L_r \).
The log-likelihood loss at each time interval $k$ is defined by,

$$
L_l = -\sum_{i=1}^{n} \left[ \delta_i \log \left( \hat{y}_{k,i} \right) + (1 - \delta_i) \log \left( \hat{S}(t_k | \mathbf{x}_i) \right) \right],
$$

where $\delta$ is the indicator that the event is observed (uncensored) and $\hat{S}(t_k | \mathbf{x}_i) = \sum_{j \geq t_k}^m \hat{y}_{j,i}$. While the $L_l$ loss drives the calculation of probabilities (ideally calibrated probabilities), the $L_r$ loss corresponds to a smooth concordance function to drive concordant predictions. Specifically, $L_r$ is given as,

$$
L_r = \sum_{(i,j) \in \text{CP}(D)} \eta \left( \hat{S}(t_i | \mathbf{x}_i), \hat{S}(t_i | \mathbf{x}_j) \right),
$$

where $t_i$ is the event time of $\mathbf{x}_i$ and $\eta(x, y) = \frac{y-x}{\sigma}$, which is an approximation to the indicator function where the steepness is controlled by $\sigma$. Note this approximation to concordance actually approximates time-dependent concordance [6] – the “risks” correspond to the survival probability at the event time $t_i$ in Equation 4.14 for both $\mathbf{x}_i$ and $\mathbf{x}_j$ (where now higher risk implies living longer). For a proportional hazard model, such as COX-KP, the time-dependent Concordance and the usual Concordance measure are actually equivalent.

In addition to the normal neural network hyperparameters (e.g., batch size, number of layers, number of nodes), $\alpha_1, \alpha_2, \sigma$ and $m$ must be chosen as well. Both DEEPSURV and DEEPHIT use random search [8] for hyperparameter selection. Code for DEEPSURV is available on its authors’ github[6] and DEEPHIT is also available on github[7] however here we have used our own implementation in the empirical analysis.

---

Chapter 5

Empirical Analysis

Chapter 4 listed several distributional models (KM, and the ISDs: AFT, COX-KP, COXEN-KP, MTLR, RSF-KM, and DEEHPIT), and many risk models (MTLSA, RSF, DEEPSURV, GBMSCI, GBMCOX, and SSVM) and Section 3 provided 5 different evaluation measures: Concordance, Integrated Brier score, L1-loss, 1-Calibration, and D-Calibration. This section provides two separate empirical comparisons: (1) The evaluation of the seven distributional models, with respect to all five of these evaluation measures across twelve diverse datasets, and (2) a comparison between the ISD models and the six risk models evaluated by Concordance on the same twelve datasets. While there are many different survival models, we have chosen to compare some common, standard models as well as a wide breadth of others, namely multi-task models, random forest models, deep learning models, boosting models, and support vector machines.

Note each model’s performance can also be strongly tied to the model’s assumptions; the standard models and the multi-task models make some type of linear assumption – e.g., the COX model assumes the log of the relative hazard ratio is linear in features, MTLSA assumes the risk at each time point is linear in features, and MTLR is a log-linear model. Given this assumption, we expect the performance of these specific models to be worse for event times that have a nonlinear relationship with the patient features. That is, we expect the standard models and the multi-task models to perform worse than other models on some datasets – likely indicating some non-linear relationships in the data. Similarly, COX-KP, COXEN-KP, and AFT[Weibull] share the assumption
of proportional hazards (survival curves cannot have different shapes) so they cannot accurately reflect the affect of features having varying influence over time, e.g., a blood test may be influential on early event times but not impact event times far from the starting date.

5.1 Datasets and Evaluation Methodology

There are many different survival datasets; here, we selected twelve publicly available medical datasets in order to cover a wide range of sample sizes, number of features, and proportions of censored patients. We excluded small datasets (with fewer than 150 instances) to reduce the variance in the evaluation metrics. Our datasets ranged from 170 to 9105 patients, from 12 to 7399 features, and percentage of censoring from 17.23% to 86.21%; see Table 5.1. Note that we have not included extremely high-dimensional data (with tens of thousands of features, often found in genomic datasets), as such data raises additional challenges beyond the scope of standard survival analysis; see [76] for methods to handle extremely high-dimensional data.

Four datasets were retrieved from data collected by The Cancer Genome Atlas (TCGA) Research Network [24]: Glioblastoma multiforme (GBM 592 patients, 12 features), Glioma (GLI 1105 patients, 17 features), Rectum adenocarcinoma (READ, 170 patients, 38 features), and Breast invasive carcinoma (BRCA, 1095 patients, 58 features). To ensure a variety of feature/sample-size ratios, we consider only the clinical features in our experiments.

We have also included the Northern Alberta Cancer Dataset (NACD, 2402 patients, 53 features) which is a conglomerate of many different cancer patients, including lung, colorectal, head and neck, esophagus, stomach, and other cancers. In addition to NACD we have included a number of other large datasets, where the following are commonly used to evaluate the Deep Survival Analysis systems as they have a (relatively) large number of samples: the Worchester Heart Attack Study (WHAS, 1638 patients, 6 features) which examines the survival of myocardial infraction survival [27], the Molecular Taxonomy of Breast Cancer International Consortium (Metabric, 1981 pa-
tients, 79 features) which contains gene expression data and clinical features [20], the Study to Understand Pronoses Preferences Outcomes and Risks of Treatment (SUPPORT2, 9105 patients, 74 features) [49], the German Breast Cancer Study Group (GBSG) [63], and the survival of nasopharyngeal carcinoma patients (NPC, 6449 patients, 13 features) [43].

Lastly, we included two high-dimensional datasets: the Dutch Breast Cancer Dataset (DBCD) [40] contains 4919 microarray gene expression levels for 295 women with breast cancer, and the Diffuse Large B-Cell Lymphoma (DLBCL) [51] dataset contains 7399 features focusing on Lymphochip DNA microarrays for 240 biopsy samples.

Below, we consider a dataset to be:

- “HIGH-CENSOR” if the censoring is greater than 70% – here: READ, BRCA, and DBCD;
- “HIGH-DIMENSIONAL” if it includes more features than samples – here DBCD and DLBCL (note the DBCD is both HIGH-CENSOR and HIGH-DIMENSIONAL).
- “NICE” otherwise – i.e., all other datasets. These all fall under standard analysis conditions: low to medium censoring and a low number of features relative to the sample size.

We applied the following pre-processing steps to each dataset: We first one-hot encoded all nominal features and removed any feature containing only 1 unique value. For missing data, we replaced any missing value with the respective feature’s mean value; if the feature was missing over 25% of its values we also included a missing indicator (MI) as some features may not be missing at random – e.g., only some patients may receive a blood test since they are sicker at the time of data collection. Table 5.1 includes all the details regarding sample size, censored proportion, and the number of features pre/post processing.

Following these processing steps, each dataset was partitioned in five disjoint subsets, for five-fold cross validation (5CV). We compute the folds by
Table 5.1: Overview of datasets used for empirical evaluations. From left to right: (1) the number of patients in each dataset, (2) the percent of patients censored, (3) the number of features contained in the original dataset (excluding the time and status features), (4) the number of features after one-hot encoding and adding missing indicators. Here, and tables below, solid lines separate the Nice datasets and the High-Censor dataset and the dashed line separates the High-Dimensional datasets (DBCD is both High-Censor and High-Dimensional).

<table>
<thead>
<tr>
<th></th>
<th>#. N</th>
<th>% Censored</th>
<th># Features</th>
<th># Final Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>Nice</td>
<td>592</td>
<td>17.23</td>
<td>8</td>
</tr>
<tr>
<td>GLI</td>
<td>Nice</td>
<td>1105</td>
<td>44.34</td>
<td>9</td>
</tr>
<tr>
<td>WHAS</td>
<td>Nice</td>
<td>1638</td>
<td>57.68</td>
<td>6</td>
</tr>
<tr>
<td>Metabric</td>
<td>Nice</td>
<td>1981</td>
<td>55.17</td>
<td>21</td>
</tr>
<tr>
<td>GBSG</td>
<td>Nice</td>
<td>2232</td>
<td>42.23</td>
<td>7</td>
</tr>
<tr>
<td>NACD</td>
<td>Nice</td>
<td>2402</td>
<td>36.59</td>
<td>51</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>Nice</td>
<td>9105</td>
<td>31.89</td>
<td>43</td>
</tr>
<tr>
<td>READ</td>
<td>HC</td>
<td>170</td>
<td>84.12</td>
<td>14</td>
</tr>
<tr>
<td>BRCA</td>
<td>HC</td>
<td>1095</td>
<td>86.21</td>
<td>14</td>
</tr>
<tr>
<td>NPC</td>
<td>HC</td>
<td>6449</td>
<td>80.80</td>
<td>9</td>
</tr>
<tr>
<td>DBCD</td>
<td>HC, HD</td>
<td>295</td>
<td>73.22</td>
<td>4919</td>
</tr>
<tr>
<td>DLBCL</td>
<td>HD</td>
<td>240</td>
<td>42.50</td>
<td>7399</td>
</tr>
</tbody>
</table>

Sorting the instances by time and censorship, then placing each censored (resp., uncensored) instance sequentially into the folds – meaning all folds had roughly the same distribution of times, and censoring. Within each fold data is normalized with respect to the training fold prior to passing it to the models.

For COXEN-KP, RSF, RSF-KM, MTLSR GBMSCI, GBMCOX, and SSVM, we used an internal 5CV (within each training fold, of 4/5 of the data) for hyperparameter selection. For DEEPSURV, DEEPHIT, and MTLSA, we instead split the training set, such that 20% was reserved as a validation set to tune the hyperparameters (this is also how the model’s authors tuned their systems). Since RSF, RSF-KM, DEEPSURV, and DEEPHIT have many parameters to tune, we applied random search with 25 iterations [8], whereas other models used grid search for hyperparameter selection. There were no hyper-parameters to tune for the remaining models: COX-KP, KM, and AFT.

As 1-Calibration required specific time points, and as models might perform well on some survival times but poorly on others, we chose five times to assess the calibration results of each model: the 10th, 25th, 50th, 75th, and 90th.
percentiles of survival times for each dataset. Appendix C.1 presents all 360 values (6 ISD models (KM excluded) $\times$ 12 datasets $\times$ 5 time-points); here we instead summarize the number of datasets that each model passed as 1-Calibrated (at $p \geq 0.05$) for each percentile.

As there are many issues regarding the statistical significance of results coming from cross-validation [71], we make no claims to statistical significance in this analysis. Instead, for all evaluations, we simply plot the box and whisker plots from the 5CV results for Concordance, Integrated Brier score, and L1-loss and give their respective means and standard deviations in Appendix C. As Concordance requires a risk score, we use the negative of the median survival time and similarly use the median survival time for predictions for the L1-loss.

To adjust for presence of censored data, we used the L1-Margin loss, given in Section 3.2. As datasets have varying scales for the time variable we have reported normalized losses for the L1-Margin loss by dividing the L1-Margin los by the maximum event time of each dataset – i.e., a value of 1 indicates the L1-Margin loss is equal to the maximum event time (censored or uncensored) in the respective dataset. As 1-Calibration (resp., D-Calibration) results are reported as $p$-values, and it is not appropriate to average over the folds, we combined the predicted survival curves from all cross-validation folds for a single evaluation, and report the resulting $p$-value.

5.2 Empirical Results – ISD models

Here we consider only the ISD models and compare them across the five different evaluation metrics. Section 5.3 below compares the ISD models to the non-ISD models with respect to Concordance.

Concordance, Integrated Brier score, and L1-loss Results

Figures 5.1, 5.2 and 5.3 give the empirical results for Concordance, Integrated Brier score, and L1-Margin loss respectively, where each diamond is the mean score of the associated model on the dataset, with red diamonds corresponding to the best scoring model. Appendix C provides tables for the exact empirical
Best Performance: Here we find that rsf-km and mtlr generally perform best on a majority of datasets; rsf-km does best on six of twelve for Concordance, seven of twelve for Integrated Brier score and mtlr does best on eight of twelve for the L1-Margin loss.

Nice Datasets: Recall that the first seven datasets are Nice. The results for GBM, GLI, GBSG, and NACD are comparable across all ISD models, with all ISD models greatly outperforming the baseline, KM. While AFT, COX-KP, and COXEN-KP generally perform worse than the other ISD models, this is by a small margin. For WHAS and Metabric, we see that rsf-km greatly outperforms all models in terms of Concordance and Integrated Brier Score. The three more-complex ISD models (mtlr, rsf-km, and deephit) outperform the other three for all metrics on the (largest) SUPPORT2 dataset though they show relatively equal performance compared to each other. Note that mtlr performs better in the L1-Margin loss, outperforming other models on three of the seven Nice datasets, and by a relatively large margin for GLI and SUPPORT2.

High-Censor Datasets – READ, BRCA, NPC, DBCD: Note first that the variance in the evaluation metrics is generally higher (note the scale of the y-axis) on READ, BRCA, and DBCD for all models (except km) due to the small number of uncensored patients within each test fold – this is not present in NPC probably due to its larger sample size, 6449. Here there is a clear indication that rsf-km outperforms all other models with respect to Concordance and the Integrated Brier Score, scoring best for all four High-Censor datasets. Again, mtlr performs better on L1-Margin loss with much better performance on BRCA and NPC.

High-Dimensional Datasets – DBCD and DLBCL: There are no entries for COX-KP and AFT for these two datasets as they failed to run on them, likely due to the large number of features. We see that mtlr and rsf-km each perform best on one dataset, mtlr does best on DLBCL (which is not High-Censor) and rsf-km performs best on DBCD as discussed previously.
(except for the L1-Margin Loss). Here DEEPHIT performs relatively poorly on both datasets, which could be due to their relatively small sample sizes (295, 240 respectively).

Figure 5.1: Box and whisker plot for Concordance; means are given by diamonds where red diamonds indicate the best performing ISD model. Note that the y-axis scales differ between datasets in order to identify differences in model performance. Here KM has been excluded as it always gives a Concordance of 0.5. For this figure (and the following two) AFT and COX-KP failed to run for datasets DBCD and DLBCL so those entries are left blank.
Figure 5.2: Box and whisker plot for Integrated Brier Score; means are given by diamonds where red diamonds indicate the best performing ISD model. Note that the y-axis scales differ between datasets in order to identify differences in model performance.
Figure 5.3: Box and whisker plot for L1-Margin loss; means are given by diamonds where red diamonds indicate the best performing ISD model. Note that the y-axis scales differ between datasets in order to identify differences in model performance. The L1-Margin Loss is normalized by dividing by the maximum event time over the entire dataset – i.e., a value of 1 indicates a loss equal to the maximum event time.

1-Calibration Results

Table 5.2 gives the number of datasets each model passed for 1-Calibration, for each time of interest. This does not include KM: As KM assigns an identical prediction for all patients, it cannot partition patients into different bins,
Table 5.2: Results from 1-Calibration evaluations. Columns represent model used and rows indicate the percentile of the time points used. Recall there are 12 datasets – meaning no model performed perfectly for any of the percentiles.

<table>
<thead>
<tr>
<th></th>
<th>AFT</th>
<th>COX-KP</th>
<th>COXEN-KP</th>
<th>MTLR</th>
<th>RSF-KM</th>
<th>DEEPHIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>10th</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>25th</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>50th</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>75th</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>90th</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

meaning it cannot be evaluated by 1-Calibration.

We see that MTLR is typically 1-Calibrated across the percentiles of survival times. Specifically, MTLR is 1-Calibrated for at least six (of the twelve datasets) for the 10th, 25th, 50th, and 75th percentiles, outperforming all other models considered at these percentiles. The 90th percentile appear to be the most challenging in general, as some models (AFT, DEEPHIT) are not 1-Calibrated for any datasets, COX-KP is 1-Calibrated for two, MTLR is 1-Calibrated for three, and RSF-KM and COXEN-KP are 1-Calibrated for four. The 75th percentile also showed to be challenging: AFT, was 1-Calibrated for only one dataset, COX-KP, COXEN-KP, and DEEPHIT were 1-Calibrated for two, RSF-KM for three and MTLR for six.

SUPPORT2 was the most challenging dataset, for all models – only MTLR was 1-Calibrated, and only at the 50th percentile; see Appendix C.1. In general, in addition to SUPPORT2, HIGH-CENSOR datasets seemed the most difficult to be 1-Calibrated as only COXEN-KP, MTLR, and RSF-KM were effective there (and more so for MTLR).

D-Calibration Results

Table 5.3 gives the D-Calibration $p$-values for each model and dataset. Specifically, this shows KM passes D-Calibration for every dataset. In fact, Lemma 2 in Appendix B.3 proves that KM is asymptotically D-Calibrated. While KM will tend to be D-Calibrated, it is also the least informative model, since it assigns all patients the same survival curve.

This motivates us to consider ISD-models, provide each patients with
Figure 5.4: These figures show the (sideways) decile histogram used for the D-Calibration test. Each of these is run on the NACD dataset; from left to right: running COX-KP, MTLR and KM.

his/her own survival curve. Of these, MTLR passes all datasets except SUPPORT2, which failed to be D-Calibrated for all models besides KM. Following KM and MTLR, RSF-KM and COXEN-KP performed next best, only failing to be D-Calibrated for two datasets: NACD and SUPPORT2. DEEPHIT followed closely behind, being D-Calibrated for nine of twelve datasets, failing on SUPPORT2, DBCD, and DLBCL (recall DEEPHIT also performed poorly on all other metrics for DBCD and DLBCL as well). COX-KP slightly outperformed AFT by being D-Calibrated for five datasets while AFT was D-Calibrated for two.

Figure 5.4 provides (sideways) histograms, to help visualize D-Calibration. For each subfigure, each of the 10 horizontal bars should be 10%; we see a great deal of variance for the not-D-Calibrated COX-KP [left], a small (but acceptable) variability for the D-Calibrated MTLR [middle], and essentially perfect alignment for the D-Calibrated KM [right]. See also Figure 3.5.
Table 5.3: Results for D-Calibration evaluations. Columns correspond to the dataset and rows to the model. Results are the $p$-value from the goodness-of-fit test. **Bold** values indicate that a model passed D-Calibration, i.e., $p \geq 0.05$; and “-” means the algorithm did not return an answer.

<table>
<thead>
<tr>
<th></th>
<th>KM</th>
<th>AFT</th>
<th>COX-KP</th>
<th>COXEN-KP</th>
<th>MTLR</th>
<th>RSF-KM</th>
<th>DEEPHIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>1.000</td>
<td>0.002</td>
<td>0.111</td>
<td>0.158</td>
<td>0.560</td>
<td>0.914</td>
<td>0.693</td>
</tr>
<tr>
<td>GLI</td>
<td>1.000</td>
<td>0.038</td>
<td>0.036</td>
<td>0.127</td>
<td>0.190</td>
<td>0.887</td>
<td>0.691</td>
</tr>
<tr>
<td>WHAS</td>
<td>1.000</td>
<td>0.035</td>
<td>0.310</td>
<td>0.265</td>
<td>0.826</td>
<td>0.475</td>
<td>0.666</td>
</tr>
<tr>
<td>Metabric</td>
<td>1.000</td>
<td>0.780</td>
<td>0.986</td>
<td>0.691</td>
<td>0.994</td>
<td>0.814</td>
<td>0.299</td>
</tr>
<tr>
<td>GBG</td>
<td>1.000</td>
<td>0.000</td>
<td>0.249</td>
<td>0.910</td>
<td>0.500</td>
<td>0.889</td>
<td>0.784</td>
</tr>
<tr>
<td>NACD</td>
<td>1.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.004</td>
<td>0.882</td>
<td>0.010</td>
<td>0.895</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.151</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>READ</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.904</td>
</tr>
<tr>
<td>BRCA</td>
<td>1.000</td>
<td>0.895</td>
<td>0.000</td>
<td>1.000</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
</tr>
<tr>
<td>NPC</td>
<td>1.000</td>
<td>0.011</td>
<td>0.996</td>
<td>1.000</td>
<td>0.990</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>DBCD</td>
<td>1.000</td>
<td>-</td>
<td>-</td>
<td>0.933</td>
<td>0.867</td>
<td>0.843</td>
<td>0.000</td>
</tr>
<tr>
<td>DLBCL</td>
<td>1.000</td>
<td>-</td>
<td>-</td>
<td>0.992</td>
<td>0.974</td>
<td>0.621</td>
<td>0.013</td>
</tr>
<tr>
<td>#D-Calibrated</td>
<td>12</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

5.3 Empirical Results – Non-ISD vs. ISD Models

Here we compare the non-ISD models (MTLSA, RSF, DEEPSURV, GBMSCI, GBMCOX, and SSVM) to the ISD models considered above. As these non-ISD models only predict risk scores, we only evaluate and compare them to ISD models with respect to Concordance. Since we observed that MTLR, RSF-KM, and DEEPHIT always outperformed AFT, COX-KP, and COXEN-KP we consider only the former models here. While we reported the values of Concordance in Figure 5.1 above and Table C.1 in Appendix C, we also show them in Figure 5.3 below and Table C.9 in Appendix C for ease of comparison.

First, we note that GBMSCI failed to finish (per fold) in ten hours and was therefore stopped on SUPPORT2, NPC, DBCD, and DLBCL (the datasets with the most observations or features). We found that an ISD model performed best on three, and a non-ISD model did best on the other nine; specifically, RSF and SSVM account for seven and GBMCOX account for the other two. However, note these differences between best performing ISD model and non-ISD models are often very small, often less than 0.005 (see Table C.9 in Appendix C). It appears that SSVM performs very well on the High-
DIMENSIONAL datasets though the standard deviation is large suggesting this difference may not generalize to other HIGH-DIMENSIONAL datasets without further evaluation.
Figure 5.5: Concordance for ISD and non-ISD models.
Chapter 6

Discussion: Implications of Empirical Analysis

Chapter 5 introduced empirical results across five metrics for ISD-models on a variety of datasets. We begin this chapter by reintroducing the ideas of discrimination and calibration and then summarizing the empirical results and specifically discuss each component – discrimination, calibration, and the L1-loss (Sections 6.1 - 6.3). Based on these findings, we make recommendations on the usage of ISD-models in Section 6.4 and in Section 6.5 we discuss the results of comparing ISD-models to non-ISD-models. We conclude this Chapter in Section 6.6 by arguing why using ISD-models offer a more effective and comprehensive survival prediction tool.

6.1 Evaluation of Concordance (ISD Models)

Steyerberg et al. [66] noted two different types of performance measures of a survival analysis model – calibration and discrimination – here we first focus on the latter:

**Discrimination:** “Do patients with higher risk predictions experience the event sooner than those who have lower risk predictions?”

Discrimination is a very important measure for some situations – e.g., if we have 2 patients who each need a kidney transplant, but there is only a single kidney graft, then we want to know which patient will die faster without the
As discussed in Section 3.1, Concordance measures how well a predictor does, in terms of this discrimination task.

This paper motivated and studies models that produced an individual survival curve for a specific patient. Such ISD tools may not be optimal for maximizing discrimination (and therefore Concordance); and even tools like COX and RSF, which were originally developed for discrimination, were then extended to produce these individual survival curves. Given this qualifier, Figure 5.1 showed (over the set of ISD tools tested), RSF-KM scored best on Concordance for six of the twelve datasets tested, MTLR scored best on five and DEEPHIT performed best on only one. The finding that COX-KP and COXEN-KP did not score best on any dataset is unexpected given the claim that “a method designed to maximize the Cox’s partial likelihood also ends up (approximately) maximizing the concordance” [65].

However, when we look at GBM, GLI, GBSG, and NACD from the NICE datasets, none of the ISD-models significantly outperform one another, in terms of Concordance. For SUPPORT2, the three more complex models (MTLR, RSF-KM, DEEPHIT) outperform the two standard models and elastic net extension (AFT, COX-KP, COXEN-KP) by a wide margin (relative to the standard deviation) and on Metabric and WHAS, RSF-KM is the clear winner. The relatively low performance of MTLR compared to DEEPHIT and RSF-KM on Metabric and WHAS, suggests there is some nonlinear relationship between the features and event time that MTLR is not able to exploit due to it’s log-linear relationship with the features. These findings suggest for NICE datasets, more complex models (MTLR, RSF-KM, and DEEPHIT) may not necessarily offer large benefits in terms of Concordance but it appears that in the presence of non-linear relationships, RSF-KM is the strongest model. For this reason we suggest, for NICE datasets, RSF-KM should be tested and evaluated against a simpler model such as COX-KP, and if no significant difference is observed, then use COX-KP as it offers a simpler, more elegant solution to the problem of discrimination.

For the HIGH-CENSOR datasets, RSF-KM had the best performance of all ISD models, though often the variation was large as the testing set had
few uncensored observations. However, given that this was consistent across four datasets, we suggest rsf-km be utilized for discrimination on High-Censor datasets. For the High-Dimensional datasets, mtlr and rsf-km each performed best for one dataset but deephit showed relatively poor performance. This may instead be an artifact of the sample size rather than the number of features (or a mixture of the two) that leads deephit to over fit to the training data. For High-Dimensional datasets, we acknowledge that we only have two (small) datasets and no clear indication of any ISD performing best so we deliberately make no suggestion on model usage, beyond noting that COX-KP and AFT are ill suited to the task given that they failed to run on these datasets.

6.2 Evaluation of Calibration

As noted above, Concordance is only one measure for an ISD tool. Given that an ISD tool can produce a survival curve for each patient (and not just a single real-valued score), it can be used for various tasks, with various associated evaluations. For example, consider patients who are deciding whether to undergo an intensive medical procedure. Using the plots from Figure 3.4, note that Patient C has a very steep survival curve with a low median survival time, while Patient A has a shallow survival curve with a large median survival time. If we were to use this to predict the outcome of a procedure, we might expect Patient C to opt-out of the procedure, but Patient A to go through with it. Note the decision for Patient C is completely independent of Patient A, in that we could give the procedure to one, both, or neither of them. As these patients are not being ranked for a limited procedure, Concordance is not an appropriate metric and instead we need to evaluate such predictors using a calibration score – perhaps 1-Calibration or D-Calibration, as discussed in Sections 3.3 and 3.5.

As discussed in Section 3.3, 1-Calibration is particularly relevant for \([P,1,t,i]\) models—*i.e.*, models that produce a probability score for only 1 time point (for each patient). We also noted that ISD models, that produce individual
survival curves, can also be evaluated using 1-Calibration, once the evaluator has identified the relevant specific time $t^*$. Here, we evaluated a variety of time points: the 10th, 25th, 50th, 75th and 90th percentiles of survival times for each dataset. We found MTLR to be superior to all the models considered here for all percentiles except the 90th, which proved hard for all models. The observation that MTLR was 1-Calibrated for a range of time points, across a large number of diverse datasets, suggests that the probabilities assigned by MTLR’s survival curves are representative of the patients’ true survival probabilities; the observation that the other models were not 1-Calibrated as often, calls into question their effectiveness here.

Of course, our analysis is performing the 1-Calibration test for 6 models (KM is excluded) across 12 datasets and 5 percentiles, meaning we are performing 360 statistical tests. We considered applying some $p$-value corrections, e.g., the Bonferroni correction – to reduce the chance of “false-positives”, which here would mean declaring a model that was truly calibrated, as not. However, the actual $p$-values (see Appendix C.1) show that including these corrections would likely impact the models equally, further strengthening the claim that MTLR has excellent 1-Calibration performance.

Our D-Calibration results further support the use of MTLR’s individual survival curves over other ISD-models, by showing that MTLR was the ISD-model that was most often D-Calibrated (only failing on SUPPORT2). Recall that KM is technically not an ISD since it gives one curve for all patients. We see that different ISD-models are quite different for this measure, e.g., AFT and COX-KP produce significantly worse performance for D-Calibration, being D-Calibrated for only two and five datasets, respectively. As discussed in Section 5.2, AFT is a completely parametric model, which means it cannot produce different shapes (see Figure 2.3 top-left), likely impacting its ability to be D-Calibrated. Our analysis showed only that AFT[Weibull] is here not D-Calibrated; AFT[$\chi$] for some other distribution class $\chi$, might be D-Calibrated for more datasets.

In addition to discussing discrimination (Concordance) and calibration (1-Calibration, D-Calibration) separately, we can also consider a hybrid evalua-
tion metric – the Integrated Brier score – which measures a combination of both calibration and discrimination – see Section 3.4 and Appendix B.2. We see RSF-KM performing the best (or tying) for seven of the twelve datasets, and MTLR performing best on the rest. Here, note that if MTLR performed best on Concordance for a dataset then MTLR almost performed best or tied for the Integrated Brier Score (and similarly for RSF-KM) which demonstrates the interrelatedness of Concordance and the Integrated Brier Score (both measure some type of discrimination), though the Integrated Brier Score also measures calibration.

The Integrated Brier scores, along with 1-Calibration and D-Calibration results, collectively show MTLR outperforms other models (for calibration). Specifically, while RSF-KM performed better on HIGH-CENSOR datasets for Concordance, this difference is not as profound with regards to the Integrated Brier Score. Examining the 1-Calibration results in Appendix C.1 we see that MTLR is much more often 1-Calibrated for the HIGH-CENSOR datasets whereas RSF-KM fails to be 1-Calibrated for these datasets and instead is usually 1-Calibrated only on the NICE datasets. Additionally, we also found that DEEPHIT was not 1-Calibrated in general, suggesting that this model may not be useful for calibration tasks.

### 6.3 Evaluation of L1-Loss

Given that survival prediction looks very similar to regression, it is tempting to evaluate such models using measures like L1-loss. A small L1-loss shows that a model can help with many important tasks, such as decisions about hospice, and for deciding about various treatments, based on their predicted survival times. However, simply because a model has the best performance for L1-loss does not mean the estimates are useful – consider the NPC dataset where MTLR has an average L1-loss of 2.004 – two times the maximum event time. While this is the lowest average error, predicting the time of death up to an error of 2 times the maximum event time is likely not helpful to a patient.

While the best model may not represent a “good” model, our empirical
results still showed MTLR had the lowest L1-Margin loss on eight of twelve datasets, often by a wide margin. We see that KM is also competitive for the \textsc{High-Censor} datasets, but given the construction of the L1-Margin loss, this is not surprising (refer back to Section 3.2).

6.4 Which ISD-Model to Use?

As shown above, which ISD-model works best depends on properties of the dataset, and on what we mean by “best”.

In terms of discrimination (Concordance), we observed that for \textsc{Nice} datasets, simple models (\textit{e.g.}, Cox-KP) generally performed well but was not as accurate as RSF-KM on a few specific datasets (WHAS, Metabric, SUPPORT2). This suggests both a simple model, Cox-KP, and RSF-KM should be evaluated on a dataset and if no significant difference arises then the simpler model should be chosen. For \textsc{High-Censor} datasets, we observed that RSF-KM consistently performed better than other models, and so suggest using RSF-KM here. Due to the small number of \textsc{High-Dimensional} datasets, there was no clear indication of which model was superior so the choice of ISD model remains unclear past the observation that AFT and Cox-KP failed to execute on these datasets.

The finding that RSF-KM is a dominating model in terms of concordance may come as a surprise, especially with respect to the Deephit model whose authors found that Deephit outperformed RSF on the Metabric dataset in their own experiments [50]. We believe our findings are more robust for two reasons: (1) hyperparameters for Deep learning are notoriously hard to learn without special, hand-crafted selection (which does not generalize) so we chose to utilize random search as a fair baseline comparison, and (2) in the Deephit paper, they only try 100 trees with RSF and do no tuning of hyperparameters (note the default number of trees for RSF is 1000).

When the objective is to build a \textit{calibrated} model, it was clear the MTLR generally outperformed other ISD models in terms of both 1-Calibration and D-Calibration on all three divisions (\textsc{Nice}, \textsc{High-Censor}, and \textsc{High-Dimensional}), though MTLR was comparable to RSF-KM for \textsc{Nice} datasets. For this reason
we suggest using MTLR for building calibrated models, in general. This finding also extends to the task of minimizing the L1-Loss, as MTLR was dominant on for a large majority of the datasets (nine of twelve).

6.5 How do ISD-Models compare to non-ISD-Models?

Finally, we ask if non-ISD models (here, specifically single time risk models) can outperform ISD models in a discrimination task – i.e., wrt concordance measure. To evaluate this, we chose risk models corresponding to many of our ISD models – including a multi-task model (MTLSA), the original random forest model (RSF), a deep learning model (DEEPSURV), boosting models (GBMSCI and GBMCOX), and also included a support vector machine model (SSVM).

Our results (in Table C.9) showed that the ISD models did not outperform the non-ISD models and instead only performed best on three of the twelve datasets. However, we also found that these differences are by a very small margin: the best performing ISD model for each dataset was always within one standard deviation of the best performing non-ISD model. Within their specific domains, we saw that the ISD models often outperformed their non-ISD counterpart: MTLR outperformed MTLSA for eleven of twelve datasets, RSF-KM outperformed RSF on six of twelve and tied on one, and DEEPHIT outperformed DEEPSURV on seven of twelve and tied on one as well.

The disparity that non-ISD models performed better is largely due to the observation that SSVM outperformed all ISD models on four datasets and specifically on both HIGH-DIMENSIONAL datasets. We suggest that the effectiveness of SSVM on high dimensional data should be further explored to see if this finding generalizes to more datasets. The observation that SSVM outperforms many models is surprising as SSVM is rarely considered as a competing model in much of the survival prediction literature; instead, models are typically compared to RSF and COX.
6.6 Why use ISD-Models?

As noted above, this paper argues for the use of models that generate ISDs (\(i.e., [P, \infty, i]\)). This is significantly different from models that only generate risk scores ([R,1\(\forall\),i]), as those models can only be evaluated using a discriminatory metric as shown above. While this discrimination task (and hence evaluation) is helpful for some situations (\(e.g.,\) when deciding which patients should receive a limited resource), it is not helpful for others (\(e.g.,\) deciding whether a patient should go to a hospice, or terminate a treatment). A patient’s primary focus will be on his/her own survival, not how they rank among others – hence the risk score such models produce do not meaningfully inform individual patients.

The single point probability models, \([P,1_r,i]\), are a step in the right direction for benefiting patients, but they are still often inadequate, as they apply only to a single time-point. While hospital administrators may want to know about specific time intervals (\(e.g.,\) \(t^* = “30-day readmission”\) probabilities), medical conditions seldom, if ever, are so precise. This is problematic as these probabilities can change dramatically over a short time interval, \(i.e.,\) whenever a survival curve has a very steep drop. For example, consider Patient #1 (\(P_1\)) in Figure 2.3 for the mtlr model. Here, we would optimistic about this patient if we considered the single point probability model at \(t^* = 6\)months, as \(\hat{S}_{MTLR}(P_1|6\)months\) = 0.8, but very concerned if we instead used \(t^* = 12\)months, as \(\hat{S}_{MTLR}(P_1|12\)months\) = 0.35. Note this trend holds for many of the patients, including \(P_2, P_6, P_8\); this is also true for the other ISD-models shown.

This suggests a model based on only a single time point may lead to inappropriate decisions for a patient. Note also that such a model might not even provide consistent relative rankings over a pair of patients, \(i.e,\) it might provide different discriminative conclusions. Consider patients \(P_5\) and \(P_7\) in Figure 2.3\(\text{MTLR}\). Here, at \(t^* = 20\)months, we would conclude the green \(P_7\) is doing worse (and so should get the available liver), but at \(t^* = 40\)months, that the blue \(P_7\) is more needy. We see similar inversions for a few other pairs of patients in mtlr, and also for several pairs in the rsf-km, and deephit.
models.

Of course, one could argue that we just need to use multiple single-time models. Even here, we would need to \textit{a priori} specify the set of time points – should we use 6 months and 12 months, and perhaps also 30 months? . . . and maybe also 20 months? This becomes a non-issue if we use individual survival distribution (ISD; $[P,\infty,i]$) models, which produce an entire survival curve, specifying a probability values for every future time point. Moreover, while risk score models can only be evaluated using a discrimination metric, these ISD models can be evaluated using all metrics, making them an overall more versatile method for survival analysis. Further still, we have shown that these risk score models do not significantly outperform ISD models making there use even less desirable.

Bottom line: In general, a survival task is based on both a dataset, and an objective, corresponding to the associated evaluation measure. Our ISD framework is an all-around more flexible approach, as it can be evaluated using any of the 5 measures discussed here (Section \[3\]) – both commonly-used and alternative. Importantly, when evaluating ISD models discriminatively (using Concordance), the risk scores we advocate (mean/median survival time) have meaning to clinicians and patients, whereas a general risk score, in isolation, has no clinical relevance. Moreover, the use of risk score models shown no great benefit over ISD models so their use is called into question when a more flexible model serves the same purpose with equivalent performance.
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Appendix A

Extending Survival Curves to 0

In practice, survival curves often stop at a non-zero probability – see Figure 2.3 and Figure A.1[left] below. This is problematic as it means they do not correspond to complete distribution (recall a survival curve should be “1−CDF(t)”, where CDF is the Cumulative Distribution Function) which leads to problems for many of the metrics, as it is not clear how to compute the mean, or the median, value of the distribution. One approach is to extend each of the curves, horizontally, to some arbitrary time and then drop each to zero (the degenerate case being dropping the survival probability to zero at the last observed time point). This approach has downsides: dropping the curve to zero at the last observed time point produces curves whose mean survival times are actually a lower bound on the patient’s mean survival time, which is likely too small. In the event that the last survival probability is above 0.5 (as is often the case for highly censored datasets) this may bias our estimate of the L1-loss, which is based on the median value. Alternatively, if we instead extend each curve to some arbitrary time and then drop the curve to zero, we need to decide on that extension, which also could bias the L1-loss.

Since both standard approaches have clear downsides (and there is no way of knowing how the survival curves act beyond the sampled survival times), we chose to simply extrapolate survival curves using a simple linear fit: for each patient \( \bar{x}_i \), draw a line from \((0, 1)\) – i.e., time is zero and survival probability is 1 – to the last calculated survival probability, \((t_{\text{max}}, \hat{S}(t_{\text{max}} \mid \bar{x}_i))\), then extend this line to the time for which survival probability equals 0 – i.e., \((t^0(\bar{x}_i), 0)\)
Note that curves cannot cross within the extended interval, which means this extension will not change the discriminatory criteria.

Figure A.1: On left, survival curves generated from mtlr for the NACD dataset. Left shows this model’s survival curves end at 68.9 months. On right, linear extensions of those survival curves go as far as 118 months.

There are extreme cases where a survival model will predict a survival curve with survival probabilities of 1 (up to machine precision) for all survival times (think “a horizontal line, at \( p = 1 \)”). In these cases, this linear extrapolation will never reach 0. To address this, we fit the Kaplan-Meier curve with the linear extension described above to compute \( t_{KM}^0 \); we then replace any infinite prediction with this value. Additionally, as the Kaplan-Meier curve is to represent the survival curve on a population level, we also truncated any patient’s median survival time by \( t_{KM}^0 \).
Appendix B

Evaluation Measures – Supplementary Information

This appendix provides additional information about the various evaluation measures.

B.1 L1-loss, and variants

B.1.1 Proof of Equation 3.6

For completeness, we prove Equation 3.6. (This claim is also proven by Gupta and Bradley [31], which uses mean residual life rather than expected total life.)

**Theorem B.1.1.** The conditional expectation of time of death, $D$, given that a patient was censored at time $c$, is given by: $E[D \mid D > c] = c + \int_c^\infty \frac{S(t) \, dt}{S(c)}$.

**Proof.** Let $D$ be the r.v. for the time when a patient dies, and define

$$S(c) = P(D > c) = \int_c^\infty P(D = t) \, dt$$

as the survival function – i.e., the probability that the patient dies after time $c$. Given this, the conditional probability is

$$P(D = t \mid D > c) = \frac{P(D = t, D > c)}{P(D > c)} = \frac{P(D = t, D > c)}{S(c)} = \begin{cases} \frac{P(D=t)}{S(c)} & \text{if } t < c \\ 0 & \text{otherwise} \end{cases}.$$  

$$E[D \mid D > c] = \int_c^\infty t \frac{P(D = t)}{S(c)} \, dt$$

$$= \frac{1}{S(c)} \left[ \int_c^\infty c \, P(D = t) \, dt + \int_c^\infty (t - c) \, P(D = t) \, dt \right]$$
\[ = \frac{1}{S(c)} \left[ c S(c) + \int_c^\infty \left( \int_c^t dx \right) P(D = t) \, dt \right] \]
\[ = c + \frac{1}{S(c)} \left[ \int_c^\infty \left( \int_x^\infty P(D = t) \, dt \right) dx \right] \tag{B.1} \]
\[ = c + \frac{\int_c^\infty S(x) \, dx}{S(c)}. \]

Step [B.1] is an application of Tonelli’s theorem [61], which lets us swap the order of integration for a non-negative function. As desired, this quantity, \(E[D \mid D > c]\), is always at least \(c\). Moreover, when \(c = 0\), this is
\[ 0 + \frac{\int_0^\infty S(t) \, dt}{1} = \int_0^\infty S(t) \, dt = E[D] \]
which is the expected value of the distribution for this survival curve (and exactly the claim of the Theorem).

### B.1.2 Log L1-loss

The L1-loss measure implicitly assumes that the quality of a prediction, \(\hat{t}_j^{(0.5)}\), depends only on how close it is to the truth \(d_j\) – i.e., on \(|d_j - \hat{t}_j^{(0.5)}|\). But this does not always match how we think of the error: if we predict Patient A will live for 120 months then found that he actually lived 117 months, we would consider our prediction very accurate. By contrast, if we predict Patient B will live 1 month, but then find she lived 4 months, we would consider this to be a poor prediction. Notice, however, the L1-loss for Patient A is \(|d_A - \hat{t}_A^{(0.5)}| = |120 - 117| = 3\) months, which is the same as the L1-loss for Patient B: \(|d_B - \hat{t}_B^{(0.5)}| = |1 - 4| = 3\) months!

This motivates us to consider the relative error, rather than an absolute error: here, as our prediction for Patient A is off by only \(3 / 120 = 2.5\%\), we consider it good, whereas our prediction for Patient B is off by \(3 / 1 = 300\%\). The Log-L1-loss reflects this\[1\]

\[ \ell_{LogL1}(d_i, \hat{t}_i^{(0.5)}) = |\log(d_i) - \log(\hat{t}_i^{(0.5)})| \tag{B.2} \]

---

\[1\] Note that the times mentioned in “Doc, do I have a day, a week, a month or a year?” are basically in a log-scale.
To compute the average Log-L1-loss over the dataset $V_U$, we can use Equation 3.4 but using $\log(d_j)$ rather than $d_j$, etc.

### B.2 Brier Score Details

This section supplements the description of the Brier score given in Section 3.4, discussing (1) the decomposition of the Brier score into calibration and discrimination components and (2) the failure of the Integrated Brier score to incorporate the full distribution of probabilities in survival curves.

#### B.2.1 Brier Score Decomposition

As mentioned in Section 3.4, the Brier score can be separated into calibration and discriminatory components. The original separations were the work of Sanders [62] and Murphy [54], and Murphy [55] and later put into the context of calibration and discrimination (also known as refinement) by DeGroot and Fineberg [22].

Recall the notation and mathematical expression of the Brier score for a set of uncensored instances, $V_U$,

$$BS\left( \hat{S}(t^* | \cdot), \{\vec{x}_i\} \right) = \frac{1}{|V_U|} \sum_{i \in V_U} \left( \mathcal{I}[d_i \leq t^*] - \hat{S}(t^* | \vec{x}_i) \right)^2.$$  

To simplify notation, let $p_i = \hat{S}(t^* | \vec{x}_i)$. The separation of the Brier score requires that a discrete, distinct number of predictions exist; here, assume there are $K$ distinct values for $p_k$ for $k = 1, \ldots K$. Further, let $n_k$ be the total number of patients with $p_k$ as their prediction and hence $|V_U| = \sum_{k=1}^{K} n_k$. Finally, let $\lambda_k$ be the observed proportion of the $n_k$ patients who have died by $t^*$ and thus $(1 - \lambda_k)$ is the proportion still alive. The separation theorem of the Brier score states that $BS = C + D$, where $C$ and $D$ are nonnegative calibration and discriminatory scores where

$$C = \frac{1}{|V_U|} \sum_{k=1}^{K} n_k(\lambda_k - p_k)^2 \quad \text{(B.3)}$$

$$D = \frac{1}{|V_U|} \sum_{k=1}^{K} n_k \lambda_k (1 - \lambda_k). \quad \text{(B.4)}$$
Note the calibration score, \( C \), is nearly equivalent (up to a factor of \( n_k \)) to the numerator of the Hosmer-Lemeshow test (Equation 3.8). However, the Hosmer-Lemeshow test subscript refers to bins whereas here the subscript refers to a distinct value of \( p_k \). One can see that \( C \) represents a calibration score as the estimated probabilities, \( p_k \), must be close to the true proportion of deaths, \( \lambda_k \) in order to have a small score (lower is better). In fact, to satisfy \( C = 0 \), all predictions, \( p_k \) must be equal to \( \lambda_k \) (Equation B.3).

There are also similarities between \( D \) and the denominator of the Hosmer-Lemeshow test. However, note Equation B.4 uses the the true proportion of deaths \( \lambda_k \), whereas the Hosmer-Lemeshow test uses an estimated value, \( \bar{p} \). Note that \( D \) has a “good” (low) score if all patients associated with a prediction probability \( p_k \) have the same status, \( i.e. \), they either all die or are all still alive.

To understand why this means \( D \) is a discriminatory measure, consider the extreme case where \( BS(\cdot, \cdot) = 0 \), which means both \( D = 0 \) and \( C = 0 \). For \( D = 0 \), all patients associated with each probability value must either be dead by \( t^* \) or all be alive at \( t^* \), \( i.e. \), \( \lambda_k \in \{0,1\} \) for \( k = 1,2; \) note only \( K = 2 \) is possible here. In turn, for \( C = 0 \), we require \( p_k = \lambda_k \) for \( k = 1,2 \), that is \( p_k \in \{0,1\} \) – all predictions will be 1 or 0. Here we are discriminating perfectly between the patients who have died and the patients who are still alive, with a model that predicts only 1’s or 0’s. Of course, we should not require a model to estimate survival probabilities to be precisely 1 or 0, for the same reason that we do not expect the learned distribution to correspond to the Heaviside distribution shown in Figure 3.2.

B.2.2 Integrated Brier score does not involve the Entire Distribution

At the beginning of Section 3.5, we claimed the Integrated Brier score (IBS),

\[
\text{IBS}(\tau, V_U, \hat{S}(\cdot | \cdot)) = \frac{1}{\tau} \int_0^\tau BS_t \left( V_U, \hat{S}(t | \cdot) \right) dt,
\]

does not utilize the survival curves’ full distribution of probabilities over all times. For example, on a KM curve, we expect that 10\% of patients will die in
every 10% interval, e.g., 10% of all patients will die in the [0.5, 0.6) interval. While D-Calibration will debit a model that fails to do this, this Integrated Brier model does not require this. The most obvious example is the perfect model, where each patient is given the appropriate Heaviside distribution (Figure 3.2) at his/her time-of-death: here the only probabilities are \{0,1\} – here IBS(\cdot,\cdot) = 0, even though no patient’s \( \hat{S}_{\text{Heaviside}}(d_i | \vec{x}_i) \) is ever in [0.5, 0.6). However, as we have previously noted, the inherent stochasticity of the world means that meaningful distributions should include non-zero probabilities in other places as well, rather than placing all weight on a single time point.

Since the Integrated Brier score fails to account for this, there is no guarantee that probabilities are meaningful across individual survival curves. This motivated us to introduce D-Calibration, to determine whether a proposed ISD-model produces meaningful distributions, with probabilities that reflect the number of deaths that have occurred in the population. To see that these two metrics are measuring different aspects, note the Integrated Brier scores for all ISD-models are nearly equivalent for the GLI dataset, but only mtlr, rsf-km, and deephit are D-Calibrated.

B.3 D-Calibration Details

B.3.1 Proof for D-Calibration with Censored Data

Here we prove the expected value of \( N_k \) (given in Lines 3.18, 3.19, and 3.20) is equal for all bins, i.e., \( \mathbb{E}[N_k] = p_{k+1} - p_k \) – which allows us to apply the goodness-of-fit test with uniform proportions. We assume that all survival curves are strictly monotonically decreasing meaning we have the equality, \( d_i \leq c_i \iff S(d_i) \geq S(c_i) \). This equivalence lets us replace \( d_i \leq c_i \) with \( S(d_i) \geq S(c_i) \), within the indicator functions in \( N_k \). To simplify notation, we define \( I_k := [p_k, p_{k+1}] \), \( S_c := S(c | \vec{x}) \), and \( S_d := S(d | \vec{x}) \). The proof below shows that the expected value of the summand within Lines 3.18–3.20 above is equal to \( p_{k+1} - p_k \), i.e., we ignore \( \frac{1}{|V|} \sum_{i=1}^{|V|} \cdot \) and take the expected value of the term inside the summation.
Theorem B.3.1. Given the formula for $N_k$ (Lines 3.18 – 3.20), if the true survival function $S(\cdot|\cdot)$ is strictly monotonically decreasing then proportions are equal across all bins, i.e., $E[N_k] = p_{k+1} - p_k$.

Proof.

$$E[N_k] = E\left[ I[S_d \in I_k \land S_d \geq S_c] \right. \right.$$ 

$$+ \frac{S_c - p_k}{S_c} \cdot I[S_c \in I_k \land S_c > S_d]$$ 

$$+ \frac{(p_{k+1} - p_k)}{S_c} \cdot I[S_c > S_d \land S_c \in [p_{k+1}, 1]] \right] \right.$$

$$= E\left[ I[S_d \in I_k \land S_d \geq S_c] \right. \right.$$ 

$$+ E\left[ \frac{S_c - p_k}{S_c} \cdot I[S_c \in I_k \land S_c > S_d] \right. \right.$$ 

$$+ E\left[ \frac{(p_{k+1} - p_k)}{S_c} \cdot I[S_c > S_d \land S_c \geq p_{k+1}] \right. \right.$$ 

$$= \Pr[S_d \in I_k \land S_d \geq S_c]$$ 

$$+ \Pr[S_c \in I_k \land S_c > S_d] - p_k E\left[ \frac{1}{S_c} \cdot I[S_c > S_d \land S_c \in I_k] \right. \right.$$ 

$$+ (p_{k+1} - p_k) E\left[ \frac{1}{S_c} \cdot I[S_c > S_d \land S_c \geq p_{k+1}] \right. \right.$$ 

$$= \Pr[S_d \in I_k \land S_d \geq S_c] + \Pr[S_c \in I_k \land S_c > S_d] \quad (I)$$ 

$$- p_k E\left[ \frac{1}{S_c} \cdot I[S_c > S_d \land S_c \geq p_k] \right. \right.$$ 

$$+ p_{k+1} E\left[ \frac{1}{S_c} \cdot I[S_c > S_d \land S_c \geq p_{k+1}] \right. \right. \quad (II)$$

$$+ p_{k+1} E\left[ \frac{1}{S_c} \cdot I[S_c > S_d \land S_c \geq p_{k+1}] \right. \right.$$ 

Focusing on the second probability in line (I), note $S_c \in I_k = [p_k, p_{k+1})$ and $S_c > S_d$ imply that $S_d \in [0, p_{k+1})$ which can be expanded to the cases for $S_d < p_k$ and $S_d \in I_k$. Using this, we reformulate the probability by noting the equivalence of the event space,

$$\Pr[S_c \in I_k \land S_c > S_d] = \Pr[S_c \in I_k \land S_d < p_k] + \Pr[(S_c \land S_d) \in I_k \land S_c > S_d].$$
Combining the second piece above with the first probability in line (I), we again simplify by noting these probabilities bound $S_c < p_{k+1}$,

$$
Pr[S_d \in I_k \land S_d \geq S_c] + Pr[(S_c \land S_d) \in I_k \land S_c > S_d] = Pr[S_d \in I_k \land S_c < p_{k+1}].
$$

Using this simplification we can rewrite the entirety of line (I),

$$
Pr[S_d \in I_k \land S_d \geq S_c] + Pr[(S_c \land S_d) \in I_k \land S_c > S_d] = Pr[S_d \in I_k \land S_c < p_{k+1}].
$$

Recalling the independence assumption, $c \perp d$, we have the following equalities:

$$
Pr[S_d \in I_k \land S_c < p_{k+1}] = Pr[S_d \in I_k] \cdot Pr[S_c < p_{k+1}] = (p_{k+1} - p_k) \ Pr[S_c < p_{k+1}],
$$

$$
Pr[S_c \in I_k \land S_d < p_k] = Pr[S_c \in I_k] \cdot Pr[S_d < p_k] = p_k \ Pr[S_c \in I_k],
$$

where the final equalities are due to the uniformity of the survival function on $d$, $S(d) \sim U(0, 1)$. This then leaves the final simplification of line (I) as,

$$
Pr[S_d \in I_k \land S_d \geq S_c] + Pr[S_c \in I_k \land S_c > S_d] = (p_{k+1} - p_k) \ Pr[S_c < p_{k+1}]
$$

$$
+ p_k \ Pr[S_c \in I_k].
$$

Now we address line (II) and analogously line (III):

$$
-p_k \mathbb{E}\left[\frac{1}{S_c} \cdot I[S_c > S_d \land S_c > p_k]\right] = -p_k \left( \int_{p_k}^{1} \int_{0}^{S_c} \frac{1}{S_c} f(S_c) dS_d dS_c \right)
$$

(Def. of $\mathbb{E}[\cdot]$)

$$
= -p_k \left( \int_{p_k}^{1} \frac{S_c}{S_c} f(S_c) dS_c \right)
$$

$$
= -p_k \ Pr[S_c > p_k]
$$

Here $f$ is the probability distribution function (PDF) for the distribution generated by the survival function applied to a censored observation. As the censoring distribution is unknown $f(S_c)$ is also unknown whereas $f(S_d)$ would be the PDF of the uniform distribution.
Following the steps above for line (III) analogously gives us

\[ p_{k+1} \mathbb{E} \left[ \frac{1}{S_c} \cdot \mathcal{I} [S_c > S_d \land S_c > p_{k+1}] \right] = p_{k+1} \Pr[S_c > p_{k+1}] \]

Combining the simplifications of lines (I), (II) and (III), we have the following,

\[
\mathbb{E}[N_k] = (p_{k+1} - p_k) \Pr[S_c < p_{k+1}] + p_k \Pr[S_c \in I_k] \\
- p_k \Pr[S_c > p_k] \\
+ p_{k+1} \Pr[S_c > p_{k+1}] \tag{I}
\]

\[
= p_{k+1} (\Pr[S_c < p_{k+1}] + \Pr[S_c > p_{k+1}]) \\
- p_k (\Pr[S_c < p_{k+1}] - \Pr[S_c \in [p_k, p_{k+1})] + \Pr[S_c > p_k]) \\
= p_{k+1} - p_k \tag{II}
\]

This proof requires the assumption that survival curves are strictly monotonically decreasing on \([0,1]\). This assumption implies survival curves will not contain any large flat areas, \(i.e.,\) there will not be non-zero probability mass for \(S(c_i) = S(d_i)\) when \(c_i \neq d_i\). Without this assumption certain terms in the proof below would fail to cancel with one another, leaving us with non-equivalent proportions within each bin (specifically higher proportions within bins that contain these flat lines).

A natural corollary of Theorem B.3.1 is that all consistent estimators of the true survival distribution will be D-Calibrated (if the true survival distribution is strictly monotonic). Further, if survival time is independent and identically distributed (i.i.d.) across patients then there will only be one true survival curve for all patients, and thus, as Kaplan-Meier is uniformly consistent \([10, 19]\):

**Lemma 2.** The Kaplan-Meier distribution is asymptotically D-Calibrated.
Figure B.1: Simplified models to illustrate: [left] a model can have perfect 1-Calibration for a time, but not be D-Calibrated, and [right] a model can have perfect D-Calibration, but not be 1-Calibrated for a time. (See text for description.)

This is consistent with the results given in Table 5.3 which showed that KM always passed the D-Calibration test with a $p$-value 1.000, in 11 datasets and 0.151 in the other one. Under all uncensored data, we would expect the typical 5% Type I error rate for claiming $p < 0.05$ as significant. However in the presence of censored data, the proportion of the patients within each bins become smoothed, effectively boosting the $p$-value.

### B.3.2 D-Calibration Compared to 1-Calibration

**Proposition B.3.2.** It is possible for a ISD model to be perfectly D-calibrated but not 1-calibrated at a time $t^*$; and for (another) ISD model to be perfectly 1-calibrated at time $t^*$ but not D-calibrated.

**Proof.** “1-Calibration $\neq$ D-Calibration”: Consider the model shown in Figure B.1 [left]. Here, the green curve corresponds to 4 apparently-identical patients $\{\vec{x}_{g,1}, \ldots, \vec{x}_{g,4}\}$, and the red curve, to apparently-identical $\{\vec{x}_{r,1}, \ldots, \vec{x}_{r,4}\}$. The “*”s mark the time when each patient died, denoted as $d_{\vec{x}}$ for $\vec{x}$. We intentionally use simple examples, with no censored patients, with curves that go to 0.

Note this model assigns $\hat{S}(T_1 \mid \vec{x}_{g,i}) = 0.75$ for each of the 4 green patients, and $\hat{S}(T_1 \mid \vec{x}_{r,j}) = 0.25$ for each of the 4 red patients.
To show that this model is 1-Calibrated, with respect to $T_1$: Recall we first sort the $\hat{S}(T_1 \mid \bar{x})$ values, then partition them into $k$ sets. Here, we consider $k = 2$, rather than the deciles earlier. The first set contains the 4 patients with $\hat{S}(T_1 \mid \bar{x}) = 0.75$ (i.e., the green patients); and the second, the 4 patients with $\hat{S}(T_1 \mid \bar{x}) = 0.25$. Now note that 3 of the 4 “$\hat{S}(T_1 \mid \bar{x}) = 0.75$ patients” are alive at $T_1$; and 1 of the 4 “$\hat{S}(T_1 \mid \bar{x}) = 0.25$ patients” are alive at $T_1$ — which means this model is perfectly 1-Calibrated at $T_1$.

However, this model is not D-Calibrated: To be consistent with the earlier 1-Calibration analysis, we partition the time intervals into 2 sets (not 10), as shown in Figure B.1. Here, $\hat{S}(d_{\bar{x}} \mid \bar{x}) \in [0.5, 1]$ holds for only 1 patient, and $\hat{S}(d_{\bar{x}} \mid \bar{x}) \in [0, 0.5]$ holds for 7; if the model was D-Calibrated, each of these sets should contain 4 patients.

“D-Calibration $\not\Rightarrow$ 1-Calibration”: See Figure [B.1 right], where again, each line represent 4 different patients; notice the outcomes are different from those on the left. To see that this model is D-Calibrated, note there are 4 patients with $\hat{S}(d_{\bar{x}} \mid \bar{x}) \in [0.5, 1]$ (the green patients), and 4 with $\hat{S}(d_{\bar{x}} \mid \bar{x}) \in [0, 0.5]$ (for the red patients). However, the model is not 1-Calibrated, at $T_1$: Of the 4 patients with $\hat{S}(T_1 \mid \bar{x}) = 0.75$, 2 are alive at $T_1$; and of the 4 patients with $\hat{S}(T_1 \mid \bar{x}) = 0.25$, 2 are alive at $T_1$. To be 1-Calibrated, there should be 3 living patients in the first set, and 1 in the second; hence this model is not 1-Calibrated at $T_1$.

B.4 Other Subtle Points

All of these tools for producing survival curves are able to deal with “right censored” events: where the censored event time is a lower bound of the time of death. This corresponds to, perhaps, the termination of a study, or when a participant left the study early. There are other types of censoring, including “left censoring”, which provides an upper-bound on the time of death (e.g., when a survey finds that the patient is currently dead, but does not know when previously this happened), and “interval censoring”, when we can constrain the time of death to some interval. While there are extensions of each of
these tools that can accommodate these alternate types of censoring, here we considered the most common case of having right-censored instances, and included only datasets that had only such instances.

As a second subtle issue: some of the methods involve taking the log of a predicted value, or of a true value; see Appendix B.1.2 This is clearly problematic if that value is 0, e.g., if a patient died during a transplantation surgery. To avoid these errors, we replace any such 0 with the value $\eta$, which is defined as $1/2$ of the minimum observed positive time of any event, in that dataset. That is, we ignore all time=0 events, and then consider the smallest remaining value. If that value is, say, 1.0 day, then we set $\eta = 0.5$ days. Note that all other times are left unchanged.
Appendix C

Detailed Empirical Results

This appendix includes the tables that correspond to the figures given in Section 5.2. Further, Appendix C.1 provides the all p-values for the 1-Calibration tests.

Table C.1: Concordance results from the five-fold cross validation for each model/dataset. Solid lines separate the NICE datasets and the HIGH-CENSOR datasets and the dashed line separates the HIGH-DIMENSIONAL datasets (DBCD is both HIGH-CENSOR and HIGH-DIMENSIONAL). Bold values indicate the best performing (highest Concordance) model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>KM</th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFRM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.500 (0.00)</td>
<td>0.690 (0.02)</td>
<td>0.699 (0.02)</td>
<td>0.703 (0.02)</td>
<td><strong>0.708 (0.03)</strong></td>
<td>0.692 (0.02)</td>
<td>0.705 (0.02)</td>
</tr>
<tr>
<td>GLI</td>
<td>0.500 (0.00)</td>
<td>0.807 (0.01)</td>
<td>0.808 (0.01)</td>
<td>0.806 (0.00)</td>
<td><strong>0.816 (0.01)</strong></td>
<td>0.808 (0.02)</td>
<td>0.811 (0.02)</td>
</tr>
<tr>
<td>WHAS</td>
<td>0.500 (0.00)</td>
<td>0.820 (0.01)</td>
<td>0.821 (0.01)</td>
<td>0.820 (0.01)</td>
<td>0.830 (0.01)</td>
<td><strong>0.890 (0.01)</strong></td>
<td>0.842 (0.01)</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.500 (0.00)</td>
<td>0.658 (0.03)</td>
<td>0.658 (0.03)</td>
<td>0.666 (0.03)</td>
<td>0.653 (0.02)</td>
<td><strong>0.684 (0.02)</strong></td>
<td>0.663 (0.01)</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.500 (0.00)</td>
<td>0.663 (0.02)</td>
<td>0.663 (0.02)</td>
<td>0.660 (0.02)</td>
<td><strong>0.671 (0.02)</strong></td>
<td>0.668 (0.02)</td>
<td>0.663 (0.03)</td>
</tr>
<tr>
<td>NACD</td>
<td>0.500 (0.00)</td>
<td>0.755 (0.01)</td>
<td>0.755 (0.01)</td>
<td>0.756 (0.01)</td>
<td><strong>0.759 (0.01)</strong></td>
<td>0.758 (0.01)</td>
<td>0.751 (0.00)</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.500 (0.00)</td>
<td>0.798 (0.00)</td>
<td>0.798 (0.00)</td>
<td>0.784 (0.02)</td>
<td>0.823 (0.00)</td>
<td>0.822 (0.00)</td>
<td><strong>0.825 (0.01)</strong></td>
</tr>
<tr>
<td>READ</td>
<td>0.500 (0.00)</td>
<td>0.594 (0.07)</td>
<td>0.536 (0.15)</td>
<td>0.570 (0.11)</td>
<td>0.669 (0.13)</td>
<td><strong>0.715 (0.08)</strong></td>
<td>0.607 (0.16)</td>
</tr>
<tr>
<td>BRCA</td>
<td>0.500 (0.00)</td>
<td>0.680 (0.05)</td>
<td>0.609 (0.1)</td>
<td>0.745 (0.02)</td>
<td>0.735 (0.05)</td>
<td><strong>0.750 (0.02)</strong></td>
<td>0.725 (0.04)</td>
</tr>
<tr>
<td>NPC</td>
<td>0.500 (0.00)</td>
<td>0.676 (0.01)</td>
<td>0.676 (0.01)</td>
<td>0.674 (0.01)</td>
<td>0.678 (0.01)</td>
<td><strong>0.715 (0.02)</strong></td>
<td>0.677 (0.02)</td>
</tr>
<tr>
<td>DBCD</td>
<td>0.500 (0.00)</td>
<td>-</td>
<td>-</td>
<td><strong>0.719 (0.05)</strong></td>
<td>0.738 (0.07)</td>
<td><strong>0.748 (0.04)</strong></td>
<td>0.681 (0.11)</td>
</tr>
<tr>
<td>DLBCL</td>
<td>0.500 (0.00)</td>
<td>-</td>
<td>-</td>
<td>0.595 (0.04)</td>
<td><strong>0.626 (0.04)</strong></td>
<td>0.595 (0.04)</td>
<td>0.591 (0.04)</td>
</tr>
</tbody>
</table>
Table C.2: Integrated Brier Score results from the five-fold cross validation for each model/dataset. Bold values indicate the best performing (lowest Integrated Brier Score) model.

<table>
<thead>
<tr>
<th>KM</th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.152 (0.00)</td>
<td>0.130 (0.01)</td>
<td>0.128 (0.01)</td>
<td>0.130 (0.01)</td>
<td><strong>0.126 (0.01)</strong></td>
<td>0.129 (0.01)</td>
</tr>
<tr>
<td>GLI</td>
<td>0.200 (0.00)</td>
<td>0.125 (0.01)</td>
<td>0.126 (0.01)</td>
<td>0.126 (0.01)</td>
<td><strong>0.124 (0.01)</strong></td>
<td>0.127 (0.01)</td>
</tr>
<tr>
<td>WHAS</td>
<td>0.193 (0.00)</td>
<td>0.129 (0.00)</td>
<td>0.128 (0.00)</td>
<td>0.129 (0.00)</td>
<td>0.117 (0.00)</td>
<td>0.068 (0.01)</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.186 (0.00)</td>
<td>0.167 (0.00)</td>
<td>0.167 (0.00)</td>
<td>0.164 (0.00)</td>
<td>0.165 (0.00)</td>
<td><strong>0.160 (0.00)</strong></td>
</tr>
<tr>
<td>GBSG</td>
<td>0.201 (0.00)</td>
<td>0.181 (0.00)</td>
<td>0.180 (0.00)</td>
<td>0.184 (0.00)</td>
<td>0.177 (0.01)</td>
<td><strong>0.177 (0.01)</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.202 (0.00)</td>
<td>0.149 (0.00)</td>
<td>0.149 (0.00)</td>
<td>0.151 (0.00)</td>
<td><strong>0.148 (0.00)</strong></td>
<td>0.149 (0.00)</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.220 (0.00)</td>
<td>0.150 (0.00)</td>
<td>0.155 (0.00)</td>
<td>0.164 (0.01)</td>
<td><strong>0.140 (0.00)</strong></td>
<td>0.140 (0.00)</td>
</tr>
</tbody>
</table>

Table C.3: L1-Margin results from the five-fold cross validation for each model/dataset. Bold values indicate the best performing (lowest L1-Margin loss) model. The L1-Margin Loss is normalized by dividing by the maximum event time over the entire dataset – i.e., a value of 1 indicates a loss equal to the maximum event time.

<table>
<thead>
<tr>
<th>KM</th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.406 (0.028)</td>
<td>0.353 (0.007)</td>
<td><strong>0.354 (0.007)</strong></td>
<td>0.378 (0.021)</td>
<td>0.356 (0.017)</td>
<td>0.371 (0.023)</td>
</tr>
<tr>
<td>GLI</td>
<td>0.45 (0.006)</td>
<td>0.29 (0.027)</td>
<td>0.268 (0.023)</td>
<td>0.265 (0.02)</td>
<td><strong>0.251 (0.011)</strong></td>
<td>0.43 (0.022)</td>
</tr>
<tr>
<td>WHAS</td>
<td>0.828 (0.002)</td>
<td>0.778 (0.028)</td>
<td>0.621 (0.018)</td>
<td>0.595 (0.047)</td>
<td>0.63 (0.015)</td>
<td><strong>0.543 (0.018)</strong></td>
</tr>
<tr>
<td>Metabric</td>
<td>0.592 (0.007)</td>
<td>0.52 (0.024)</td>
<td>0.503 (0.017)</td>
<td><strong>0.493 (0.018)</strong></td>
<td>0.502 (0.013)</td>
<td>0.561 (0.017)</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.992 (0.01)</td>
<td>0.837 (0.019)</td>
<td>0.823 (0.027)</td>
<td>0.869 (0.028)</td>
<td><strong>0.815 (0.027)</strong></td>
<td>0.836 (0.043)</td>
</tr>
<tr>
<td>NACD</td>
<td>0.788 (0.007)</td>
<td>0.542 (0.019)</td>
<td><strong>0.542 (0.016)</strong></td>
<td>0.564 (0.02)</td>
<td>0.546 (0.017)</td>
<td>0.559 (0.011)</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>1.09 (0.001)</td>
<td>0.659 (0.018)</td>
<td>0.682 (0.015)</td>
<td>0.685 (0.013)</td>
<td><strong>0.62 (0.014)</strong></td>
<td>0.654 (0.016)</td>
</tr>
</tbody>
</table>

Table C.1: 1-Calibration

Each table corresponds to a different percentile of event times for each dataset. Moving down the 10th, 25th, 50th, 75th, and 90th percentiles are given.
Table C.4: 1-Calibration results at $t^* = 10$th percentile of event times. **Bolded** values indicate models that passed 1-Calibration ($p > 0.05$). The “# Calibrated” row of each table gives the total number of datasets passed by each model – that is, the values in that row correspond to Table 5.2. This applies too all Tables in Section C.1.

<table>
<thead>
<tr>
<th></th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.009</td>
<td>0.003</td>
<td>0.000</td>
<td>0.035</td>
<td>0.028</td>
<td><strong>0.104</strong></td>
</tr>
<tr>
<td>GLI</td>
<td><strong>0.148</strong></td>
<td><strong>0.313</strong></td>
<td><strong>0.282</strong></td>
<td>0.000</td>
<td><strong>0.151</strong></td>
<td><strong>0.053</strong></td>
</tr>
<tr>
<td>WHAS</td>
<td>0.004</td>
<td>0.015</td>
<td>0.018</td>
<td><strong>0.551</strong></td>
<td><strong>0.209</strong></td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>Metabric</td>
<td>0.005</td>
<td>0.003</td>
<td><strong>0.758</strong></td>
<td><strong>0.270</strong></td>
<td>0.011</td>
<td><strong>0.016</strong></td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.013</td>
<td><strong>0.624</strong></td>
<td><strong>0.003</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.045</td>
<td><strong>0.059</strong></td>
<td>0.000</td>
<td><strong>0.082</strong></td>
<td>0.002</td>
<td><strong>0.052</strong></td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.551</strong></td>
<td><strong>0.209</strong></td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.000</td>
<td>0.211</td>
<td>0.007</td>
<td><strong>0.124</strong></td>
<td>0.023</td>
<td><strong>0.001</strong></td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>READ</td>
<td><strong>0.496</strong></td>
<td>0.000</td>
<td><strong>0.999</strong></td>
<td><strong>0.995</strong></td>
<td><strong>0.998</strong></td>
<td><strong>0.985</strong></td>
</tr>
<tr>
<td>BRCA</td>
<td>0.010</td>
<td>0.000</td>
<td><strong>0.192</strong></td>
<td><strong>0.104</strong></td>
<td><strong>0.974</strong></td>
<td><strong>0.011</strong></td>
</tr>
<tr>
<td>NPC</td>
<td>0.000</td>
<td><strong>0.211</strong></td>
<td>0.007</td>
<td><strong>0.124</strong></td>
<td>0.023</td>
<td><strong>0.001</strong></td>
</tr>
<tr>
<td>DBCD</td>
<td>-</td>
<td>-</td>
<td>0.383</td>
<td><strong>0.285</strong></td>
<td><strong>0.068</strong></td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>DLBCL</td>
<td>-</td>
<td>-</td>
<td>0.543</td>
<td>0.591</td>
<td><strong>0.449</strong></td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td><strong># Calibrated</strong></td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>4</td>
</tr>
</tbody>
</table>

Table C.5: 1-Calibration results at $t^* = 25$th percentile of event times.

<table>
<thead>
<tr>
<th></th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.002</td>
<td>0.002</td>
<td>0.000</td>
<td><strong>0.159</strong></td>
<td><strong>0.470</strong></td>
<td>0.001</td>
</tr>
<tr>
<td>GLI</td>
<td><strong>0.134</strong></td>
<td><strong>0.191</strong></td>
<td>0.028</td>
<td>0.015</td>
<td><strong>0.407</strong></td>
<td>0.002</td>
</tr>
<tr>
<td>WHAS</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.001</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Metabric</td>
<td><strong>0.073</strong></td>
<td>0.016</td>
<td>0.008</td>
<td><strong>0.245</strong></td>
<td><strong>0.290</strong></td>
<td>0.013</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td><strong>0.922</strong></td>
<td>0.000</td>
</tr>
<tr>
<td>NACD</td>
<td><strong>0.119</strong></td>
<td><strong>0.063</strong></td>
<td>0.000</td>
<td>0.038</td>
<td>0.012</td>
<td>0.005</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.000</td>
<td>0.240</td>
<td><strong>0.393</strong></td>
<td>0.031</td>
<td>0.000</td>
</tr>
<tr>
<td>NACD</td>
<td>0.000</td>
<td><strong>0.714</strong></td>
<td>0.017</td>
<td><strong>0.773</strong></td>
<td>0.021</td>
<td>0.000</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.063</td>
<td><strong>0.419</strong></td>
<td>0.016</td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>DBCD</td>
<td>-</td>
<td>-</td>
<td>0.218</td>
<td><strong>0.282</strong></td>
<td><strong>0.133</strong></td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td><strong># Calibrated</strong></td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>
Table C.6: 1-Calibration results at $t^* = 50$th percentile of event times.

<table>
<thead>
<tr>
<th></th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.031</td>
<td><strong>0.512</strong></td>
<td>0.013</td>
<td><strong>0.556</strong></td>
<td><strong>0.438</strong></td>
<td>0.021</td>
</tr>
<tr>
<td>GLI</td>
<td>0.002</td>
<td>0.022</td>
<td>0.000</td>
<td>0.014</td>
<td><strong>0.625</strong></td>
<td><strong>0.369</strong></td>
</tr>
<tr>
<td>WHAS</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.084</strong></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.019</td>
<td>0.007</td>
<td>0.002</td>
<td><strong>0.970</strong></td>
<td><strong>0.151</strong></td>
<td>0.000</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.006</td>
<td><strong>0.359</strong></td>
<td><strong>0.073</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.014</td>
<td>0.026</td>
<td>0.000</td>
<td><strong>0.701</strong></td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.100</strong></td>
<td>0.000</td>
<td>0.029</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td><strong>0.084</strong></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NACD</td>
<td>0.014</td>
<td>0.026</td>
<td>0.000</td>
<td><strong>0.701</strong></td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.100</strong></td>
<td>0.000</td>
<td>0.029</td>
</tr>
<tr>
<td>GBM</td>
<td>0.031</td>
<td><strong>0.512</strong></td>
<td>0.013</td>
<td><strong>0.556</strong></td>
<td><strong>0.438</strong></td>
<td>0.021</td>
</tr>
<tr>
<td>GLI</td>
<td>0.002</td>
<td>0.022</td>
<td>0.000</td>
<td>0.014</td>
<td><strong>0.625</strong></td>
<td><strong>0.369</strong></td>
</tr>
<tr>
<td>WHAS</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.084</strong></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.019</td>
<td>0.007</td>
<td>0.002</td>
<td><strong>0.970</strong></td>
<td><strong>0.151</strong></td>
<td>0.000</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.006</td>
<td><strong>0.359</strong></td>
<td><strong>0.073</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.014</td>
<td>0.026</td>
<td>0.000</td>
<td><strong>0.701</strong></td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.100</strong></td>
<td>0.000</td>
<td>0.029</td>
</tr>
<tr>
<td>GBM</td>
<td>0.031</td>
<td><strong>0.512</strong></td>
<td>0.013</td>
<td><strong>0.556</strong></td>
<td><strong>0.438</strong></td>
<td>0.021</td>
</tr>
<tr>
<td>GLI</td>
<td>0.002</td>
<td>0.022</td>
<td>0.000</td>
<td>0.014</td>
<td><strong>0.625</strong></td>
<td><strong>0.369</strong></td>
</tr>
<tr>
<td>WHAS</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.084</strong></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.019</td>
<td>0.007</td>
<td>0.002</td>
<td><strong>0.970</strong></td>
<td><strong>0.151</strong></td>
<td>0.000</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.006</td>
<td><strong>0.359</strong></td>
<td><strong>0.073</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.014</td>
<td>0.026</td>
<td>0.000</td>
<td><strong>0.701</strong></td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.100</strong></td>
<td>0.000</td>
<td>0.029</td>
</tr>
</tbody>
</table>

# Calibrated 0 2 2 10 7 2

Table C.7: 1-Calibration results at $t^* = 75$th percentile of event times.

<table>
<thead>
<tr>
<th></th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.015</td>
<td><strong>0.286</strong></td>
<td><strong>0.239</strong></td>
<td>0.002</td>
</tr>
<tr>
<td>GLI</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.005</td>
<td><strong>0.673</strong></td>
<td><strong>0.810</strong></td>
</tr>
<tr>
<td>WHAS</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.005</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.187</strong></td>
<td>0.035</td>
<td>0.000</td>
</tr>
<tr>
<td>GBSG</td>
<td><strong>0.129</strong></td>
<td><strong>0.210</strong></td>
<td>0.000</td>
<td>0.004</td>
<td><strong>0.520</strong></td>
<td>0.046</td>
</tr>
<tr>
<td>NACD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.327</strong></td>
<td>0.007</td>
<td><strong>0.121</strong></td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.007</td>
</tr>
<tr>
<td>DBCD</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>0.074</strong></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>DLBCL</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>0.135</strong></td>
<td><strong>0.516</strong></td>
<td><strong>0.840</strong></td>
</tr>
</tbody>
</table>

# Calibrated 1 2 2 6 3 2
<table>
<thead>
<tr>
<th></th>
<th>AFT</th>
<th>Cox-KP</th>
<th>CoxEN-KP</th>
<th>MTLR</th>
<th>RSFKM</th>
<th>DeepHit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.060</strong></td>
<td><strong>0.208</strong></td>
<td><strong>0.649</strong></td>
<td>0.014</td>
</tr>
<tr>
<td>GLI</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.010</td>
<td><strong>0.120</strong></td>
<td>0.000</td>
</tr>
<tr>
<td>WHAS</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.047</strong></td>
<td>0.003</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.168</strong></td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>NACD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.003</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.016</td>
</tr>
<tr>
<td>READ</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.003</td>
<td>0.023</td>
<td>0.000</td>
</tr>
<tr>
<td>BRCA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.048</td>
<td>0.000</td>
</tr>
<tr>
<td>NPC</td>
<td>0.000</td>
<td>0.000</td>
<td><strong>0.538</strong></td>
<td><strong>0.424</strong></td>
<td><strong>0.248</strong></td>
<td>0.000</td>
</tr>
<tr>
<td>DBCD</td>
<td>-</td>
<td>-</td>
<td><strong>0.653</strong></td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>DLBCL</td>
<td>-</td>
<td>-</td>
<td><strong>0.061</strong></td>
<td><strong>0.333</strong></td>
<td><strong>0.281</strong></td>
<td>0.000</td>
</tr>
<tr>
<td># Calibrated</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
Table C.9: Concordance for ISD and non-ISD models. **Bold** values indicate the best performing model (either ISD or non-ISD).

<table>
<thead>
<tr>
<th></th>
<th>MTLR</th>
<th>MTLSA</th>
<th>RSFKM</th>
<th>RSF</th>
<th>DeepHit</th>
<th>DeepSurv</th>
<th>GBMSCI</th>
<th>GBMCOX</th>
<th>SSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.708 (0.03)</td>
<td>0.700 (0.03)</td>
<td>0.692 (0.02)</td>
<td>0.694 (0.02)</td>
<td>0.705 (0.02)</td>
<td>0.686 (0.03)</td>
<td>0.695 (0.04)</td>
<td>0.695 (0.02)</td>
<td>0.704 (0.03)</td>
</tr>
<tr>
<td>GLI</td>
<td><strong>0.816 (0.01)</strong></td>
<td>0.791 (0.01)</td>
<td>0.808 (0.02)</td>
<td>0.807 (0.02)</td>
<td>0.811 (0.02)</td>
<td>0.811 (0.02)</td>
<td>0.810 (0.01)</td>
<td>0.808 (0.01)</td>
<td>0.811 (0.01)</td>
</tr>
<tr>
<td>WHAS</td>
<td>0.830 (0.01)</td>
<td>0.822 (0.01)</td>
<td>0.890 (0.01)</td>
<td>0.888 (0.01)</td>
<td>0.842 (0.01)</td>
<td>0.851 (0.02)</td>
<td>0.880 (0.01)</td>
<td><strong>0.891 (0.01)</strong></td>
<td>0.835 (0.00)</td>
</tr>
<tr>
<td>Metabric</td>
<td>0.653 (0.02)</td>
<td>0.655 (0.03)</td>
<td>0.684 (0.02)</td>
<td><strong>0.696 (0.01)</strong></td>
<td>0.663 (0.01)</td>
<td>0.672 (0.02)</td>
<td>0.682 (0.01)</td>
<td>0.682 (0.02)</td>
<td>0.676 (0.02)</td>
</tr>
<tr>
<td>GBSG</td>
<td>0.671 (0.02)</td>
<td>0.655 (0.02)</td>
<td>0.668 (0.02)</td>
<td>0.668 (0.02)</td>
<td>0.663 (0.03)</td>
<td>0.673 (0.01)</td>
<td>0.671 (0.02)</td>
<td>0.678 (0.02)</td>
<td><strong>0.681 (0.02)</strong></td>
</tr>
<tr>
<td>NACD</td>
<td>0.759 (0.01)</td>
<td>0.740 (0.01)</td>
<td>0.758 (0.01)</td>
<td>0.759 (0.01)</td>
<td>0.751 (0.00)</td>
<td>0.755 (0.01)</td>
<td>0.755 (0.01)</td>
<td>0.759 (0.01)</td>
<td><strong>0.761 (0.01)</strong></td>
</tr>
<tr>
<td>SUPPORT2</td>
<td>0.823 (0.00)</td>
<td>0.780 (0.00)</td>
<td>0.822 (0.00)</td>
<td>0.798 (0.01)</td>
<td>0.825 (0.01)</td>
<td>0.818 (0.00)</td>
<td>NA (NA)</td>
<td><strong>0.826 (0.01)</strong></td>
<td>0.805 (0.00)</td>
</tr>
<tr>
<td>READ</td>
<td>0.669 (0.13)</td>
<td>0.616 (0.11)</td>
<td><strong>0.715 (0.08)</strong></td>
<td>0.684 (0.14)</td>
<td>0.607 (0.16)</td>
<td>0.603 (0.17)</td>
<td>0.661 (0.18)</td>
<td>0.627 (0.22)</td>
<td>0.578 (0.15)</td>
</tr>
<tr>
<td>BRCA</td>
<td>0.735 (0.05)</td>
<td>0.665 (0.08)</td>
<td>0.750 (0.02)</td>
<td><strong>0.755 (0.02)</strong></td>
<td>0.725 (0.04)</td>
<td>0.694 (0.06)</td>
<td>0.739 (0.02)</td>
<td>0.715 (0.02)</td>
<td>0.731 (0.04)</td>
</tr>
<tr>
<td>NPC</td>
<td>0.678 (0.01)</td>
<td>0.667 (0.01)</td>
<td>0.715 (0.02)</td>
<td><strong>0.717 (0.02)</strong></td>
<td>0.677 (0.02)</td>
<td>0.674 (0.02)</td>
<td>NA (NA)</td>
<td>0.716 (0.02)</td>
<td>0.676 (0.01)</td>
</tr>
<tr>
<td>DBCD</td>
<td>0.738 (0.07)</td>
<td>0.702 (0.05)</td>
<td>0.748 (0.04)</td>
<td>0.745 (0.06)</td>
<td>0.681 (0.11)</td>
<td>0.691 (0.09)</td>
<td>NA (NA)</td>
<td>0.705 (0.03)</td>
<td><strong>0.761 (0.07)</strong></td>
</tr>
<tr>
<td>DLBCL</td>
<td>0.626 (0.04)</td>
<td>0.572 (0.05)</td>
<td>0.595 (0.04)</td>
<td>0.593 (0.03)</td>
<td>0.591 (0.04)</td>
<td>0.553 (0.06)</td>
<td>NA (NA)</td>
<td>0.599 (0.02)</td>
<td><strong>0.634 (0.04)</strong></td>
</tr>
</tbody>
</table>